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Abstract
We study a rough difference equation on a discrete time set, where the driving Hölder rough
path is a realization of a stochastic process. Using a modification of Davie’s approach (Cong
et al. in J. Dyn. Differ. Equ. 34:605–636, 2022) and the discrete sewing lemma, we derive
norm estimates for the discrete solution. In particular, when the discrete time set is regular,
the system generates a discrete random dynamical system. We also generalize a recent result
in Duc and Kloeden (Numerical attractors for rough differential equations, 2021) on the exis-
tence and upper semi-continuity of a global random pullback attractor under the dissipativity
and the linear growth condition for the drift.

Keywords Rough path theory · Rough integrals · Rough differential equations · Rough
difference equations · Random dynamical systems · Random attractors · Stochastic
perturbation · Euler scheme · Numerical random attractors · Random attractor
approximation

1 Introduction

This work aims to provide a systematic approach to study the numerical attractor for the
following rough differential equation

dyt = f (yt )dt + g(yt )dxt , y0 ∈ R
d (1.1)

where f , g satisfy certain regularity conditions, and x ∈ Cν(Rm) for ν ∈ ( 13 , 1) is a ν−
Hölder continuous realization of a stochastic process that can be lifted into a rough path
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x = (x,X). It is well-known that such an equation can be interpreted and solved by Lyons’
rough path theory [17] or its reformulations [13, 14]. Since the drift f is often unbounded,
the strategy is to solve the pure rough differential equation z = g(z)dx for g of bounded
or linear form, and then use the Doss-Sussmann technique to transform system (1.1) to an
ordinary differential equation and then solve it on each interval of consecutive stopping times
(see e.g. [8, 10, 19] and the references therein). It is often assumed that g is linear or g ∈ C3

b
(at least in C2+γ for a certain γ ∈ (0, 1)), so that one can prove the existence and uniqueness
of solution as well as its norm estimates on any time interval [0, T ]. When g is neither linear
nor bounded, the solution is proved in [6, 16] to exists upto a stopping time and can blow
after that, thus in general it might not be extended into an arbitrary interval.

The Euler scheme for rough differential equation is first studied under the frame work
of rough path theory for discrete time sets in the classical work of Davie [6] for pure rough
equation and later in [13, 15] (see also recent works in [3]). Roughly speaking, this approach
serves as an alternative to investigate the existence and uniqueness theorem for solution of
(1.1) in which the priori estimates evaluate the solution norm to ensure that the solution do
not blow in finite time, and the discretization scheme as well as its solution norm estimates
are used to support the proof. Another approach in [10] considers the Euler scheme of (1.1)
on a discrete time set � = {tk}k∈N defined by

yt0 ∈ R
d , ytk+1 = ytk + f (ytk )(tk+1 − tk) + Ftk ,tk+1(y, x), for k = 0, 1, . . . (1.2)

where

Fs,t (y, x) = Fs,t =
{
g(ys)xs,t for Young difference equation
g(ys)xs,t + Dg(ys)g(ys)Xs,t for rough difference equation.

(1.3)

The solution estimate for the discrete system (1.2) is then studied via a comparison to the
solution of the continuous system (1.1), using a cut-off technique, where it is proved in
[10] that the solution norm of system (1.1) can be estimated for unbounded and one-sided
Lipschitz continuous f , provided its linear growth in the perpendicular direction.

The asymptotic dynamics of system (1.1) is studied under the framework of random
dynamical systems [1], since one can prove (see [2]) that (1.1) generates a continuous random
dynamical system ϕ. Under an additional assumption on the dissipativity of f , it is shown
in [7, 10] that ϕ admits a random pullback attractor A. It is then natural to ask the question
on how one can approximate A by a discretization scheme. When the discrete time set �

is regular, i.e. � = �� = {k�}k∈N and g is bounded, system (1.2) is proved in [10] to
generates a discrete random dynamical system ϕ� which admits a discrete random pullback
attractor A�. The upper semi-continuity of the numerical attractor A� to A as the step size
� tends to zero is only affirmative under the bounded condition of both coefficient functions
f and g.
In this paper, we would like to present a direct approach for studying the discrete system

(1.2), without considering the limiting equation (1.1), the approach is then similar to the
classical one [6] but for the mixed equation (1.1) with the dt part. To do that, we impose the
following conditions for the coefficient funtions f and g as follows.

(Hf ) f : Rd → R
d is a continuous function of linear growth, i.e. there exists a constant

C f > 0 such that

‖ f (y)‖ ≤ C f ‖y‖ + ‖ f (0)‖, ∀y ∈ R
d , (1.4)

where f (0) is the value of f evaluated at the vector 0 ∈ R
d ;

(Hg) regarding to (1.3),
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• (Hy
g): in Young case, g is in C1(Rd ,Rm) with its derivative bounded by a constant Cg

and globally Lipschitz continuous;
• (Hr

g): in rough case, g either belongs to C2(Rd ,L(Rm,Rd)) such that it is bounded
together with its derivatives

‖g‖∞,Cg := max
{
‖Dg‖∞, ‖D2g‖∞

}
< ∞, (1.5)

or it has a linear form g(y) = Cy + g(0), where C ∈ L(Rd ,L(Rm,Rd)) such that
‖C‖ ≤ Cg .

Our main results (Theorems 3.3, 4.2, 5.3) can be summarized as follows.

Theorem 1.1 Under assumptions (Hf ), (Hg), there exist polynomials ξi (Lg |||x|||p,�[a,b]), i =
1, 2, 3 of Lg |||x|||p,�[a,b] such that the solution of the rough difference Eq. (1.2) satisfies

(i) ‖y‖∞,�[a,b] ≤ ‖ya‖eξ1(Lg |||x|||p,�[a,b]) + C0e
ξ2(Lg |||x|||p,�[a,b]) − C0;

(ii) ‖(y, Ry)‖p,�[a,b] ≤ (‖ya‖ + C0)e
ξ3(Lg |||x|||p,�[a,b]). (1.6)

In case g is bounded, ξ1 can be chosen independently of x.

Theorem 1.2 Under the assumptions (Hf ), (Hg), assume further the dissipativity condition
for f

∃c, d > 0 : 〈y, f (y)〉 ≤ c − d‖y‖2, ∀y ∈ R
d .

Consider system (1.2) with the regular time set��, where� ∈ (0, 1) satisfies the inequality

0 < � < 1 ∧ d

2C2
f

∧ 1

2d
.

Then under the bounded moment condition on ��, i.e.

E |||x(·)|||kp,�[a,b] < ∞, ∀k ∈ N, ∀0 < a < b, a, b ∈ ��,

and for Lg small enough (independent of �), the generated discrete random dynamical
system ϕ� of (1.2) admits a random pullback attractor A�. In relation to system (1.1), if

E |||x(·)|||kp,[a,b] < ∞, ∀k ∈ N, ∀0 < a < b

then there exists also a random attractorA for ϕ of (1.1) to which the numeric attractorA�

converges to in the Hausdorf semi-distance, i.e. dH (A�|A) → 0 as � → 0, a.s.

Thanks to the fundamental sewingLemma [14] for the discrete time setwhich is introduced
previously in [6] or recently in [3], we are able to derive, in the first main result, direct
estimates for solution norms of the discrete system (1.2) by using similar techniques in [8]
and by constructing a modified version of greedy sequences of stopping times [4] for the
discrete framework. Note that for the discrete system (1.2), the above assumption on g is
relaxed only a little (g ∈ C2

b or of linear form) and can deal with quite general g in the
Young case. Meanwhile, the assumption on linear growth f (though stronger than the one in
[10]) helps estimate the supremum norm ‖ f (y)‖∞ by C f ‖y‖p and make the construction
of stopping times extend to infinity, and eventually yields a p-variation norm estimate of the
discrete solution dependent on only global parameters C f , Lg .

The discrete sewing lemma also plays the most important role in the second main result
by showing the uniform boundedness of the numerical pullback absorbing set w.r.t. the time
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step �, which leads to the upper semi-continuity of the numerical attractor. This is the
advancement of our techniques compared to the previous ones in [10], where the pullback
absorbing set can be very large as� tends to zero (even with g bounded), thus one also needs
f to be bounded in order to obtain the upper semi-continuity for A�. Our results also hold
for rough equation (1.1) with lower regularity of the driving path x , in that case F in (1.3)
should be modified and complexity in technical details should also be expected.

2 Discrete Framework

2.1 Discrete Settings

Since we investigate discrete approximation of solutions of rough differential equations on
[0, T ], we will have to deal with discrete functions on [0, T ]: functions defined on a finite set
of points of [0, T ]. In this subsection we present some basic notions of discrete functions.

Let [a, b] be a closed interval ofR, and� = {ti : 0 ≤ i ≤ n, a = t0 < t1 < · · · < tn = b}
be an arbitrary (finite) set of points of [a, b]. Since � actually makes a partition of [a, b] into
∪n−1
i=0 [ti , ti+1] = [a, b], with an abuse of language we sometimes call � a (finite) partition of

[a, b]. The number |�| := max0≤i≤n−1(ti+1 − ti ) > 0 is called mesh of the finite partition
�. By a discrete function defined on �, we mean a map y : � → B, � 
 ti �→ yti ∈ B
on a normed space B. For discrete functions we introduce various norms which are natural
discrete versions of the continuous ones. Namely,

‖y‖∞,� := sup
ti∈�

‖yti ‖;

|||y|||p,� := sup
t∗i ∈�, 0≤i≤r , t∗0<t∗1 ···<t∗r , r≤n

(
r−1∑
i=0

‖yt∗i − yt∗i+1
‖p

)1/p

;

‖y‖p,� = ‖ya‖ + |||y|||p,� .

Clearly ‖ · ‖∞,� and ‖ · ‖p,� are norms on the space of discrete function determined on �,
whereas |||·|||p,� is a semi-norm.

For a discrete function F on �� := {(s, t) ∈ �2 : s ≤ t}, we also define discrete
supremum and p-variation norm by

|||F |||p,� := sup
t∗i ∈�, 0≤i≤r , t∗0<t∗1 ...<t∗r , r≤n

(
r−1∑
i=0

|Ft∗i ,t∗i+1
|p
)1/p

,

‖F‖∞,� := sup
a≤s≤t≤b

‖Fs,t‖.

The notion of a control function also has its discrete counterpart.

Definition 2.1 A non negative function ω defined on �� := {(s, t) ∈ �2|s ≤ t} is called a
discrete control function on � if it vanishes on the diagonal, i.e. ωs,s = 0,∀s ∈ �, and is
superadditive, i.e. for all s ≤ u ≤ t in �

ωs,u + ωu,t ≤ ωs,t .

As an example, if F vanishes on the diagonal of �, ωs,t := |||F |||qq,�[s,t] , (s, t) ∈ �� is a

discrete control. If ω is a discrete control on [a, b] and |ytk − ytl | ≤ ω
1/p
tk ,tl for all tk, tl ∈ �,
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p ≥ 1 then

|||y|||p,�[a,b] ≤ ω
1/p
a,b .

Furthermore, if y· is a continuous function of bounded p-variation on [a, b], and �[a, b] is
a finite partition of [a, b] then the function y restricted on �[a, b] is a discrete function and
we have the following relation between continuous and discrete norms of y:

‖y‖∞,�[a,b] ≤ ‖y‖∞,[a,b]; ‖y‖p,�[a,b] ≤ ‖y‖p,[a,b].

The notion of discrete function and discrete control function can be easily generalized for
the case of arbitrary (not necessarily finite) subset � ⊂ [a, b].

2.2 Discrete Rough Paths

For given [a, b] and � a (finite) discrete time set in [a, b] as above, let x· : � → R
d and

X(·, ·) : �2 → R
d×d be discrete functions defined on � and �2 respectively. One then says

that x can be lifted to a discrete rough path x = (x,X) if it satisfies Chen’s relation

Xs,t − Xs,u − Xu,t = xs,u ⊗ xu,t , s ≤ u ≤ t; s, u, t ∈ �. (2.1)

One can then furnish x with a semi-norm

|||x|||p,�[a,b] =
(
|||x |||pp,�[a,b] + |||X|||p/2p/2,�[a,b]

)1/p
. (2.2)

Denote by T 2(Rd) = R⊕R
d ⊕ (Rd ⊗ Rd) the truncated step-2 tensor algebra, then T 2(Rd)

is a Banach space with the norm |ω| := maxk=0,1,2 ‖πk(ω)‖where ‖πk(ω)‖ is the Euclidean
norm on (Rd)⊗k . Define T 2

1 (Rd) = {ω ∈ T 2(Rd) : π0(ω) = 1} together with a • operator
(
1, g1, g2

) · (1, h1, h2) = (1, g1 + h1, g2 + h2 + g1 ⊗ h1
)
, (2.3)

for anyg = (1, g1, g2),h = (1, h1, h2). Then (T 2
1 (Rd), ·) is a groupwith the identity element

1 = (1, 0, 0), and each element g has its inverse element g−1 = (1,−g1,−g2 − g1 ⊗ g1).
In addition, for a rough path x one can easily check from Chen’s relation (2.1) that

(1, xs,u,Xs,u) · (1, xu,t ,Xu,t ) = (1, xs,t ,Xs,t ), ∀s ≤ u ≤ t; s, u, t ∈ �.

Also, one can view xt = (1, x0,t ,X0,t ) as a map from � to T 2
1 (Rd).

2.3 Discrete Sewing Lemma

In this section we fix [a, b] and a finite partition � = {ti : 0 ≤ i ≤ n, a = t0 < t1 < . . . <

tn = b} on [a, b]. The following lemma is the main result of this section. It is actually an
algebraic result and provides us with an effective tool for investigation of discretized rough
differential equations. For a version of Hölder norm, see [15].

Lemma 2.2 (Discrete sewing Lemma) Let � = {ti : 0 ≤ i ≤ n, a = t0 < t1 < · · · <

tn = b} be a finite partition of [a, b] and F be an function defined on ��, vanished on the
diagonal, i.e. Fs,s = 0,∀s ∈ �. Put

(δF)s,u,t := Fs,t − Fs,u − Fu,t , s ≤ u ≤ t; s, u, t ∈ �,

Ik,l :=
∑

k≤ j≤l−1

Ft j ,t j+1 − Ftk ,tl , tk ≤ tl ∈ �.
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Assume that for a discrete control ω on � and a number λ > 1 we have for all s ≤ u ≤ t in
� the following inequality

‖(δF)s,u,t‖ ≤ ωλ
s,t . (2.4)

Then there exists a constant K > 0 depending only on λ such that

‖Ik,l‖ ≤ Kωλ
tk ,tl , ∀ tk ≤ tl ∈ �. (2.5)

Proof See e.g. [3]. ��
Corollary 2.3 Let � = {ti : 0 ≤ i ≤ n, a = t0 < t1 < · · · < tn = b} be a finite partition of
[a, b] and F be an function defined on ��, vanished on the diagonal, i.e. Fs,s = 0,∀s ∈ �.
Put

(δF)s,u,t := Fs,t − Fs,u − Fu,t , s ≤ u ≤ t; s, u, t ∈ �,

Ik,l :=
∑

k≤ j≤l−1

Ft j ,t j+1 − Ftk ,tl , tk ≤ tl ∈ �.

Assume that for a finite set S of discrete controls ω on � and a number λ > 1 we have for
all s ≤ u ≤ t in � the following inequality

‖(δF)s,u,t‖ ≤
∑
ω∈S

ωλ
s,t . (2.6)

Then there exists a constant K > 0 depending only on λ such that

‖Ik,l‖ ≤ K
∑
ω∈S

ωλ
tk ,tl , ∀ tk ≤ tl ∈ �. (2.7)

Proof Since λ > 1, observe from (2.6) that

‖(δF)s,u,t‖ ≤
∑
ω∈S

ωλ
s,t ≤

(∑
ω∈S

ωs,t

)λ

.

The proof then follows directly from Lemma 2.2 and Jensen inequality that

‖Ik,l‖ ≤ K

(∑
ω∈S

ωtk ,tl

)λ

≤ K |S|λ−1

(∑
ω∈S

ωλ
tk ,tl

)
.

��
Corollary 2.4 Let � = {ti : 0 ≤ i ≤ n, a = t0 < t1 < · · · < tn = b} be a finite partition of
[a, b]. Consider a discrete system defined on �

yt j+1 = yt j + Ft j ,t j+1 + εt j ,t j+1 , yt0 = y∗ ∈ R
d , j = 0, 1, . . . , n − 1, (2.8)

where F : �2 → R
d , ε : �2 → R

d . Assume that
(i) There exists a discrete control ω such that (2.4) is satisfied for F;
(ii) There exists a discrete control function ω(0) such that |εt j ,t j+1 | ≤ ω

(0)
t j ,t j+1

.
Then there exists a constant K > 0 such that for any r ≥ 1

|||y|||r ,�[a,b] ≤ Kωλ
a,b + |||F |||r ,�[a,b] + ω

(0)
a,b. (2.9)
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Proof For any pair tk < tl ∈ � we have

∥∥ytk − ytl
∥∥ =

∥∥∥∥∥∥
l−1∑
j=k

yt j ,t j+1

∥∥∥∥∥∥ =
∥∥∥∥∥∥
l−1∑
j=k

(
Ft j ,t j+1 + εt j ,t j+1

)
∥∥∥∥∥∥

≤
∥∥∥∥∥∥
l−1∑
j=k

Ft j ,t j+1

∥∥∥∥∥∥+
∥∥∥∥∥∥
l−1∑
j=k

εt j ,t j+1

∥∥∥∥∥∥
≤ ‖Ik,l‖ + ‖Ftk ,tl‖ + ω

(0)
tk ,tl .

Therefore,

‖ytk − ytl‖ ≤ θωλ
tk ,tl + ‖Ftk ,tl‖ + ω

(0)
tk ,tl ,

which proves (2.9). ��

2.4 Discrete Greedy Sequence of Times

The original idea of a greedy sequence of times was introduced in [4, Definition 4.7] for the
continuous time scale. In this paper, given a finite sequence of controls ω·,· ∈ S associated
with parameters βω ∈ (0, 1], we would like to construct a version of greedy sequence of
times {τm} for the discrete time scale.
Let [a, b] ⊂ R be a closed interval ofR, and�[a, b] = {ti : 0 ≤ i ≤ n, a = t0 < t1 < · · · <

tn = b} be an arbitrary finite partition of [a, b]. Given a fixed γ > 0, assign the starting time
τ0 = a. For each m ∈ N, assume τm = tk is determined. Then one can define τm+1 by the
following rule:

• if
∑

ω∈S ω
βω
tk ,tk+1

> γ then set τm+1 := tk+1;

• else set τm+1 := sup{tl ∈ (tk, b] :∑ω∈S ω
βω
tk ,tl ≤ γ }.

Define N (γ, [a, b]) to be the number of times τm in [a, b]. From the definition,
∑
ω∈S

ωβω
τm ,τm+2

> γ.

By taking both sides to the power of 1
β
where β := min{βω : ω ∈ S} ≤ 1, and using the

Jensen’s inequality, one obtains

γ
1
β <

(∑
ω∈S

ωβω
τm ,τm+2

) 1
β

≤ (|S| + 1)
1
β

−1

(∑
ω∈S

ω

βω
β

τm ,τm+2

)
. (2.10)

As a result, taking the sum of both sides of (2.10) as m going from 0 to N (γ, [a, b]) − 3
(whenever N (γ, [a, b]) ≥ 3) and using the fact that all elements in the square brackets of
(2.10) are controls, one obtains

[N (γ, [a, b]) − 2]γ 1
β <

N (γ,[a,b])−3∑
m=0

(|S| + 1)
1
β

−1

(∑
ω∈S

ω

βω
β

τm ,τm+2

)

< (|S| + 1)
1
β

−1
∑
ω∈S

2ω
βω
β

a,b.
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Hence, N (γ, [a, b]) can be estimated as

N (γ, [a, b]) < 2 + 2

γ
1
β

(|S| + 1)
1
β

−1
∑
ω∈S

ω

βω
β

a,b. (2.11)

Example 2.5 • For Young equations, one considers ω
(1)
s,t = C f (t − s) with β1 = 1 and

ω
(2)
s,t = L p

g |||x |||pp,�[s,t] with β2 = 1
p and S = {ω(1), ω(2)}. Then β = 1

p and (2.11) has
the form

N (γ, [a, b]) < 2 + 2

γ p
3p−1

[
C p

f (b − a)p + L p
g |||x |||pp,�[a,b]

]
. (2.12)

• For rough equations, one consider S = {ω(1), ω(2), ω(3)}, ω(1)
s,t = t − s, β1 = 1, ω(2)

s,t =
L p
g |||x |||pp,�[s,t] , β2 = 1

p and ω
(3)
s,t = Lq

g |||X|||qq,�[s,t] , β3 = 1
q = 2

p . Then β = 1
p and

(2.11) has the form

N (γ, [a, b]) < 2 + 2

γ p
4p−1

[
C p

f (b − a)p + L p
g |||x |||pp,�[a,b] + Lq

g |||X|||qq,�[a,b]
]
.

(2.13)

3 Discrete Rough Systems and Solution Estimates

We consider the discrete system (1.2) on � driven by a discrete rough path x. Our first
observation is that F satisfies the assumption of the discrete sewing Lemma 2.3, namely:

• If Fs,t = g(ys)xs,t then by assigning Lg := Cg one obtains

‖δFs,u,t‖ ≤ Cg‖ys,u‖‖xu,t‖ ≤ Lg |||y|||p,�[s,t] |||x |||p,�[s,t] . (3.1)

• If Fs,t = g(ys)xs,t + Dg(ys)g(ys)Xs,t where g ∈ C2
b or g(y) = Cy + g(0) then a direct

computation shows that

(δF)s,u,t =
[
−
∫ 1

0
Dg(ys + ηys,u)(g(ys)xs,u + Ry

s,u)dη

]
xu,t

+Dg(ys)g(ys)xs,u ⊗ xu,t + [Dg(ys)g(ys) − Dg(yu)g(yu)]Xu,t .

From the assumption (Hg), Dg(y·)g(y·) is globally Lipschitz continuous with constant
L2
g given by

Lg =
{√

C2
g + Cg‖g‖∞ if g ∈ C2

b ;
Cg if g(y) = Cy + g(0).

Define

Ry
s,t := ys,t − g(ys)xs,t , s, t ∈ �.

As a result, it is easy to check that for a generic constant K > 0

‖(δF)s,u,t‖ ≤ Lg‖Ry
s,u‖‖xu,t‖ + L2

g‖ys,u‖(‖xs,u ⊗ xu,t‖ + ‖Xu,t‖)
≤ Lg‖Ry

s,u‖‖xu,t‖ + L2
g‖ys,u‖(‖Xs,t − Xs,u − Xu,t‖ + ‖Xu,t‖)

≤ K (Lg
∣∣∣∣∣∣Ry

∣∣∣∣∣∣
q,�[s,t] |||x |||p,�[s,t] + L2

g |||y|||p,�[s,t] |||X|||q,�[s,t]).
(3.2)
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Remark 3.1 It is easy to check that
(

|||y|||p,�[s,t] |||x |||p,�[s,t]
) p

2
for 1 ≤ p < 2, and

(|||Ry |||q,�[s,t] |||x |||p,�[s,t])
p
3 and (|||y|||p,�[s,t] |||X|||q,�[s,t])

p
3 for 2 ≤ p < 3, are control func-

tions. Hence from now on, we can write symbolically ω
λF
s,t (δF) to indicate the right hand

side of (3.1) or (3.2), where λF = 2
p for 1 < p < 2 and λF = 3

p for 2 ≤ p < 3.

Introduce the norm

‖(y, Ry)‖p,�[s,t] := ‖ys‖ + |||y|||p,�[s,t] + ∣∣∣∣∣∣Ry
∣∣∣∣∣∣
q,�[s,t] , s ≤ t .

One needs a technical estimates for p-variation norms.

Lemma 3.2 Let {τi }i=0,m ⊂ � be an sub partition of [a, b]. The following estimates hold

|||y|||p,� ≤ m
p−1
p

m−1∑
k=0

|||y|||p,�[τk ,τk+1] ;

∣∣∣∣∣∣Ry
∣∣∣∣∣∣
q,�

≤ (2m)
q−1
q

(
m−1∑
k=0

∣∣∣∣∣∣Ry
∣∣∣∣∣∣
q,�[τk ,τk+1] + Cgm

1
p |||x |||p,�

m−1∑
k=0

|||y|||p,�[τk ,τk+1]

)
.

(3.3)

Proof The first estimate is simpler, thus it is enough to prove the second estimate. Observe
that

‖(δRy)s,u,t‖ ≤ Cg‖ys,u‖‖xu,t‖ ⇒ ‖Ry
s,t‖ ≤ ‖Ry

s,u‖ + ‖Ry
u,t‖ + Cg‖ys,u‖‖xu,t‖, ∀s

≤ u ≤ t . (3.4)

Now given any finite partition �∗ ⊂ � of [a, b], there exists a subsequence τl ≤ · · · ≤ τL
of {τi }mi=0 in the interval [s, t] for every consecutive points s, t of �∗. Then one can apply
(3.4) to obtain

‖Ry
s,t‖ ≤ ‖Ry

s,τl‖ + ‖Ry
τl ,τl+1

‖ + · · · + ‖Ry
τL ,t‖ + Cg |||x |||p,�[s,t]

(
‖ys,τl‖ + · · · + ‖yτL ,t‖

)
.

As a result, one can use the fact that |||Ry |||qq,�[s,t] and |||y|||pp,�[s,t] are controls and apply
Jensen’s inequality to obtain
⎛
⎝ ∑

s,t∈�∗
‖Ry

s,t‖q
⎞
⎠

1
q

≤ (2m)
q−1
q

⎧⎪⎨
⎪⎩
⎛
⎝ ∑

s,t∈�∗

(
‖Ry

s,τl ‖q + ‖Ry
τl ,τl+1

‖q + · · · + ‖Ry
τL ,t‖q

)⎞⎠
1
q

+ Cg

⎛
⎝ ∑

s,t∈�∗
|||x |||qp,�[s,t]

(‖ys,τl ‖q + · · · + ‖yτL ,t‖q
)⎞⎠

1
q

⎫⎪⎬
⎪⎭

≤ (2m)
q−1
q

⎧⎪⎨
⎪⎩
⎛
⎝ ∑

s,t∈�∗

(
‖Ry

s,τl ‖q + ‖Ry
τl ,τl+1

‖q + · · · + ‖Ry
τL ,t‖q

)⎞⎠
1
q

+ Cg

⎛
⎝ ∑

s,t∈�∗
m |||x |||pp,�[s,t]

⎞
⎠

1
p
⎛
⎝ ∑

s,t∈�∗

(‖ys,τl ‖p + · · · + ‖yτL ,t‖p)
⎞
⎠

1
p

⎫⎪⎬
⎪⎭

≤ (2m)
q−1
q

⎧⎪⎨
⎪⎩
(
m−1∑
i=0

∣∣∣∣∣∣Ry
∣∣∣∣∣∣q
q,�[τi ,τi+1])

) 1
q

+ Cgm
1
p |||x |||p,�

(
m−1∑
i=0

|||y|||pτi ,τi+1

) 1
p

⎫⎪⎬
⎪⎭
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≤ (2m)
q−1
q

{
m−1∑
k=0

∣∣∣∣∣∣Ry
∣∣∣∣∣∣
q,�[τk ,τk+1] + Cgm

1
p |||x |||p,�

m−1∑
k=0

|||y|||p,�[τk ,τk+1]

}
.

��
Our first main result in this section is formulated as follows.

Theorem 3.3 There exist polynomials ξi (Lg |||x|||p,�[a,b]), i = 1, 2, 3 of Lg |||x|||p,�[a,b] such
that the solution of the rough difference equation (1.2) satisfies

(i), ‖y‖∞,�[a,b] ≤ ‖ya‖eξ1(Lg |||x|||p,�[a,b]) + C0e
ξ2(Lg |||x|||p,�[a,b]) − C0;

(ii), ‖(y, Ry)‖p,�[a,b] ≤ (‖ya‖ + C0)e
ξ3(Lg |||x|||p,�[a,b]).

(3.5)

In case g is bounded, ξ1 can be chosen independently of x.

Proof Starting from (1.2) for two consecutive moments tk, tk+1 it follows from the discrete
sewing lemma that

‖ys,t − Fs,t‖ ≤ ‖
∑

tk ,tk+1∈�[s,t]
ytk ,tk+1 − Fs,t‖

≤
∑

tk ,tk+1∈�[s,t]
‖ f (ytk )‖(tk+1 − tk) + ‖

∑
tk ,tk+1∈�[s,t]

Ftk ,tk+1 − Fs,t‖

≤ ‖ f (y)‖∞,�[s,t](t − s) + Kω
λF
s,t (δF),

where ω
λF
s,t (δF) is mentioned in Remark 3.1. As a result,

|||y − F |||p,�[s,t] ≤ ‖ f (y)‖∞,�[s,t](t − s) + Kω
λF
s,t (δF). (3.6)

First, we consider the Young difference equation, i.e. Fs,t = g(ys)xs,t and Lg = Cg . It then
follows from (3.1) and (3.6) that there exists generic constants K and C0 such that

|||y|||p,�[s,t] ≤ ‖ f (y)‖∞,�[s,t](t − s) + ‖g(y)‖∞,�[s,t] |||x |||p,�[s,t]
+K Lg |||y|||p,�[s,t] |||x |||p,�[s,t]

≤ (C f ‖y‖∞,�[s,t] + ‖ f (0)‖)(t − s)

+ (Lg‖y‖∞,�[s,t] + ‖g(0)‖) |||x |||p,�[s,t] + K Lg |||y|||p,�[s,t] |||x |||p,�[s,t]
≤ K

[
C f (t − s) + Lg |||x |||p,�[s,t]

]
(‖y‖p,�[s,t] + C0). (3.7)

If C f (t − s) + Lg |||x |||p,�[s,t] ≤ 1
2K then by taking the term containing |||y|||p,�[s,t] to the

left hand side, it follows from (3.7) that

|||y|||p,�[s,t] ≤ K
[
C f (t − s) + Lg |||x |||p,�[s,t]

]
[‖ys‖ + C0]

and then

‖y‖p,�[s,t] + C0 ≤ ‖ys‖ + C0 + |||y|||p,�[s,t]
≤
{
1 + K

[
C f (t − s) + Lg |||x |||p,�[s,t]

]}
[‖ys‖ + C0]

≤ [‖ys‖ + C0]eK
[
C f (t−s)+Lg |||x |||p,�[s,t]

]
. (3.8)

This motivates us to construct, by using the construction in Sect. 2.4 for the controls
ω

(1)
s,t = C f (t − s) with β1 = 1 and ω

(2)
s,t = L p

g |||x |||pp,�[s,t] with β2 = 1
p , the greedy sequence
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of times τm = {τm(γ, [a, b])} for the discrete time set � on [a, b] where γ is some positive
constant less than 1

2K . To estimate the solution norm, observe that on each [τm, τm+1] such
that C f (τm+1 − τm) + Lg |||x |||p,�[τm ,τm+1] ≤ 1

2K , one obtains

‖yτm+1‖ + C0 ≤ ‖y‖∞,�[τm ,τm+1] + C0

≤ ‖y‖p,�[τm ,τm+1] + C0

≤ exp
{
K
[
C f (τm+1 − τm) + Lg |||x |||p,�[τm ,τm+1]

]}
(‖yτm‖ + C0).

(3.9)

Meanwhile, if C f (τm+1 − τm) + Lg |||x |||p,�[τm ,τm+1]) > γ (hence τm, τm+1 are two consec-
utive discrete times in � ) then it follows from (1.2) that

‖yτm+1‖ + C0 ≤ C0 + ‖yτm‖ + ‖yτm‖
[
C f (τm+1 − τm) + Lg‖xτm ,τm+1‖

]

+C0

[
C f (τm+1 − τm) + Lg‖xτm ,τm+1‖

]

≤
(
1 + C f (τm+1 − τm) + Lg‖xτm ,τm+1‖

)
(‖yτm‖ + C0)

≤ exp{C f (τm+1 − τm) + Lg‖xτm ,τm+1‖}(‖yτm‖ + C0) (3.10)

Combining (3.9) and (3.10) yields, for all m = 0, . . . , N (γ, [a, b]) − 1,

‖y‖p,�[τm ,τm+1] + C0 ≤ exp
{
K
[
C f (τm+1 − τm) + Lg |||x |||p,�[τm ,τm+1]

]}
(‖yτm ‖ + C0)

≤ exp
{
K
[
C f (τm+1 − τm) + L p

g |||x |||pp,�[τm ,τm+1] + 1
] }

(‖yτm ‖ + C0). (3.11)

Note that |||x |||pp,�[s,t] is a control, hence one can prove by induction from (3.11) that

‖y‖∞,�[a,b] + C0 ≤ exp
{
K
[
C f (b − a) + L p

g |||x |||pp,�[a,b] + N (γ, [a, b])
] }

(‖ya‖ + C0),

‖y‖p,�[a,b] + C0 ≤ ‖ya‖ + C0 + N (γ, [a, b]) p−1
p

N (γ,[a,b])−1∑
m=0

|||y|||p,�[τm ,τm+1]

≤ N (γ, [a, b]) 2p−1
p ×

× exp
{
K
[
C f (b − a) + L p

g |||x |||pp,�[a,b] + N (γ, [a, b])
] }

(‖ya‖ + C0),

(3.12)

which, together with (2.12), proves (3.5).
Next, consider the rough difference equation i.e. Fs,t = g(ys)xs,t +Dg(ys)g(ys)Xs,t then

it follows from (3.2) and (3.6) that for generic constants K > 1,C0 > 0

|||y|||p,�[s,t] ≤ (C f ‖y‖∞,�[s,t] + C0)(t − s) + (Lg‖y‖∞,�[s,t] + C0)(|||x |||p,�[s,t]
+Lg |||X|||q,�[s,t])
+K

∣∣∣∣∣∣(y, Ry)
∣∣∣∣∣∣
p,�[s,t] (Lg |||x |||p,�[s,t] + L2

g |||X|||q,�[s,t])∣∣∣∣∣∣Ry
∣∣∣∣∣∣
p,�[s,t] ≤ (C f ‖y‖∞,�[s,t] + C0)(t − s) + (Lg‖y‖∞,�[s,t] + C0)Lg |||X|||q,�[s,t]

+K
∣∣∣∣∣∣(y, Ry)

∣∣∣∣∣∣
p,�[s,t] (Lg |||x |||p,�[s,t] + L2

g |||X|||q,�[s,t]).

it follows from the assumptions of f and g that

‖(y, Ry)‖p,[s,t] + C0 ≤ ‖ys‖ + C0 + K
[
C f (t − s) + Lg |||x |||p,�[s,t]
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+L2
g |||X|||q,�[s,t]

]
(‖(y, Ry)‖p,�[s,t] + C0). (3.13)

That motivates to construct the sequence of times {τm(γ, [a, b])}, for γ ≤ 1
2K , S =

{ω(1), ω(2), ω(3)}, ω
(1)
s,t = t − s, β1 = 1, ω

(2)
s,t = L p

g |||x |||pp,�[s,t] , β2 = 1
p and ω

(3)
s,t =

L p
g |||X|||qq,�[s,t] , β3 = 1

q . The arguments are now similar to the rest of the Young case, with
note of inequalities (2.13) and (3.3).

Finally, in case g is bounded, one can neglect Lg in (3.9) and the first line of the estimate
(3.10) and repeat the above argument to obtain similar estimate in which ξ1 just depends on
b − a. ��

4 Discrete RandomDynamical Systems and Attractors

4.1 Discrete Rough Cocyles and RandomDynamical Systems

The generation of random dynamical systems from rough systems is studied in [2, 7] for the
continuous time, and in [10] for the discrete time. In this section, we rephrase the construction
for a general discrete time setting. Given p ∈ (0, 3) and a regular discrete time set �� =
{k� : k ∈ Z}, denote by C p

0 (��, T 2
1 (Rm)) the space of all paths g : �� → T 2

1 (Rm)). Then
C p
0 (��, T 2

1 (Rm)) is equipped with the compact open topology given by the p− variation
norm (2.2), i.e the topology generated by the metric

d�
p (g,h) :=

∑
k≥1

1

2k
(‖g − h‖p,�[−k�,k�] ∧ 1).

As a result, it is separable and thus a Polish space.
Let us consider a stochastic process X̄ defined on a probability space (�̄, F̄, P̄) with

realizations in (C p
0 (��, T 2

1 (Rm)),F). Assume further that X̄ has stationary increments.
Assign � := C p

0 (��, T 2
1 (Rm)) and equip it with the Borel σ - algebra F and let P be the

law of X̄. Denote by θ the Wiener-type shift

(θtω)· = ω−1
t · ωt+·, ∀t ∈ ��,ω ∈ C p

0 (��, T 2
1 (Rm)), (4.1)

and define the so-called diagonal process X : �� × � → T 2
1 (Rm),Xt (ω) = ωt for all

t ∈ ��,ω ∈ �. Due to the stationarity of X̄, it can be proved that θ is invariant under P,
then forming a discrete (and thus measurable) dynamical system on (�,F,P) [2, Theorem
5]. Moreover, X forms an p− rough path cocycle, namely, X·(ω) ∈ C p

0 (��, T 2
1 (Rm)) for

every ω ∈ �, which satisfies the cocyle relation:

Xt+s(ω) = Xs(ω) · Xt (θsω),∀ω ∈ �, t, s ∈ ��,

in the sense that Xs,s+t = Xt (θsω) with the increment notation Xs,s+t := X−1
s · Xs+t . In

particular, the Wiener shift (4.1) implies that

|||x(θhω)|||p,�[s,t] = |||x(ω)|||p,�[s+h,t+h] , ∀s, t, h ∈ ��. (4.2)

Define the discrete mapping H�(x)y = y + f (y)� + F0,�(y, x). Similar to [10], we can
easily prove that the discrete Euler scheme (1.2) generates a discrete random dynamical
system ϕ� : �� × � × R

d → R
d over (�,F,P, θ) such that

ϕ�(0, ω)y0 = y0, ϕ�(k�,ω)y0 := H�(θ(k−1)hω) ◦ · · · ◦ H�(ω)y0, ∀k ≥ 1. (4.3)

Throughout this paper, we assume that θ is an ergodic dynamical system.
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4.2 RandomAttractors

Given a random dynamical system ϕ on the phase spaceRd , we follow [1, Chapter 9] and the
references therein) to present the notion of random pullback attractors. Roughly speaking,
an invariant random compact set A ∈ D is called a pullback attractor in D, if A attracts any
closed random set D̂ ∈ D in the pullback sense, i.e.

lim
t→∞ dH (ϕ(t, θ−tω)D̂(θ−tω)|A(ω)) = 0, (4.4)

where dH (·|·) is the Hausdorff semi-distance, i.e. dH (D|A) := supd∈D infa∈A ‖d − a‖. The
existence of a pullback attractor follows from the existence of a pullback absorbing set (see
[10] and the references therein), namely a random set B ∈ D is called pullback absorbing
in the universe D if B absorbs all closed random sets in D, i.e. for any closed random set
D̂ ∈ D, there exists a time t0 = t0(ω, D̂) such that

ϕ(t, θ−tω)D̂(θ−tω) ⊂ B(ω), for all t ≥ t0. (4.5)

Then given the universe D and a compact pullback absorbing set B ∈ D, there exists a
unique pullback attractor A(ω) in D, given by

A(ω) =
⋂
t≥0

⋃
s≥t

ϕ(s, θ−sω)B(θ−sω). (4.6)

We quote the following result from [5, Lemma 5.2].

Lemma 4.1 (i) Let a : � → [0,∞) be a random variable, log(1 + a(·)) ∈ L1 and â :=
E log(1+ a(·)) = ∫

�
log(1+ a(·))dP. Let λ > â be an arbitrary fixed positive number.

Put

b(x) :=
∞∑
k=1

e−λk
k−1∏
i=0

(1 + a(θ−i x)).

Then b(·) is a nonnegative almost everywhere finite and tempered random variable.
(i i) Let c : � → [0,∞) be a tempered random variable, and δ > 0 be an arbitrary fixed

positive number. Put

d(x) :=
∞∑
k=1

e−δkc(θ−k x).

Then d(·) is a nonnegative almost everywhere finite and tempered random variable.

Now we assume further that f is dissipative: there exist c, d > 0 so that for all y ∈ R
d ,

〈y, f (y)〉 ≤ c − d‖y‖2. (4.7)

In addition, assume the p-variation norm of x is of finite moment for all order k ∈ N, i.e.

E |||x(·)|||kp,�[a,b] < ∞, ∀k ∈ N, ∀0 < a < b, a, b ∈ �. (4.8)

It is proved in [10] that the discrete system (1.2), with g bounded and for the regular step
size � small enough, admits a discrete pullback attractorA�. Thanks to the discrete sewing
lemma, we can now prove amore general result for discrete system (1.2), which is formulated
as follows.
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Theorem 4.2 Assume (Hf ), (Hg) and the dissipativity condition (4.7) and condition (4.8).
Consider system (1.2) with the regular time set��, where� ∈ (0, 1) satisfies the inequality

0 < � < 1 ∧ d

2C2
f

∧ 1

2d
. (4.9)

Then for Lg small enough, the generated discrete random dynamical system ϕ� of (1.2)
admits a random pullback attractor A�.

Proof Given � ∈ (0, 1) small enough, one introduces n ∈ N such that T := n� ≤ 1 <

(n+1)�. First, one applies the Lyapunov function ‖y‖2 into (1.2) and uses Cauchy-Schwarz
inequality to obtain for tk = k�, k = 0, . . . , (n − 1)

‖ytk+1‖2 = ‖ytk‖2 + 2〈ytk , f (ytk )〉� + ‖ f (ytk )‖2�2 + 2〈ytk , Ftk ,tk+1〉
+ 2〈 f (ytk ), Ftk ,tk+1〉� + ‖Ftk ,tk+1‖2

≤ ‖ytk‖2 + 2(c − d‖ytk‖2)� + 2(C2
f ‖ytk‖2 + ‖ f (0)‖2)�2 + 2〈ytk , Ftk ,tk+1〉

+ 2‖ f (y)‖∞,�[0,T ]‖F‖∞,�[0,T ]� + ‖Ftk ,tk+1‖2
≤ ‖ytk‖2(1 − 2d� + 2C2

f �
2) + K (� + �2) + 2‖ f (y)‖∞,�[0,T ]‖F‖∞,�[0,T ]�

+ 2〈ytk , Ftk ,tk+1〉 + ‖Ftk ,tk+1‖2. (4.10)

It follows from (4.9) that 0 < 1 − 2d� + 2C2
f �

2 < 1 − d� < e−d�. Then (4.10) leads to,
for a generic constant K > 1, the following estimate

‖ytk+1‖2 ≤ e−d�‖ytk‖2 + [2〈ytk , Ftk ,tk+1〉 + ‖Ftk ,tk+1‖2
]

+K�(1 + ‖ f (y)‖∞,�[0,T ]‖F‖∞,�[0,T ]).

Assign Gs,t := 2〈ys, Fs,t 〉 + ‖Fs,t‖2. By induction one can prove that

‖ytn‖2
≤ e−n�d‖y0‖2 + K�

(
1 + ‖ f (y)‖∞,�[0,T ]‖F‖∞,�[0,T ]

)
( n−1∑
k=0

e−d(n−k)�
)

+
n−1∑
k=0

e−d(tn−tk )Gtk ,tk+1

≤ e−dT ‖y0‖2 + 1

1 − e−d�
K�

(
1 + ‖ f (y)‖∞,�[0,T ]‖F‖∞,[0,T ]

)+
n−1∑
k=0

e−d(tn−tk )Gtk ,tk+1

≤ e−dT ‖y0‖2 + K
(
1 + ‖ f (y)‖∞,�[0,T ]‖F‖∞,�[0,T ]

)+
n−1∑
k=0

e−d(tn−tk )Gtk ,tk+1 . (4.11)

Let us estimate the third term in the right hand side of (4.11). Define G̃s,t := e−d(tn−s)Gs,t .
Observe that

‖(δG̃)s,u,t‖ ≤ (e−d(tn−s) − e−d(tn−u))‖Gu,t‖ + ‖e−d(tn−s)‖‖(δG)s,u,t‖
≤ (t − s)‖G‖∞,�[s,t] + ‖(δG)s,u,t‖
≤ (t − s)‖F‖∞,�[s,t]

(
2‖y‖∞,�[0,T ] + ‖F‖∞,�[0,T ]

)
+‖(δG)s,u,t‖, 0 ≤ s ≤ u ≤ t ≤ T
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where the first term has the form of a control w.r.t. a suitable λ > 1. The second term is
estimated as follows

‖(δG)s,u,t‖ ≤
∥∥∥2〈ys, Fs,t − Fs,u〉 − 2〈yu, Fu,t 〉
+ 2〈Fs,u, Fu,t 〉 + 2〈Fs,u + Fu,t , (δF)s,u,t 〉 + [(δF)s,u,t ]2

∥∥∥
≤
∥∥∥2〈ys, δFs,u,t 〉 − 〈ys,u − Fs,u, Fu,t 〉 + 〈Fs,t + Fs,u + Fu,t , (δF)s,u,t 〉

∥∥∥
≤
∥∥∥2〈ys, (δF)s,u,t 〉 − 〈ys,u − Fs,u, Fu,t 〉

∥∥∥+ 3‖F‖∞,�[0,T ]‖(δF)s,u,t‖
≤ ‖(δF)s,u,t‖

(
2‖y‖∞,�[0,T ] + 3‖F‖∞,�[0,T ]

)
+ 2‖ys,u − Fs,u‖‖F‖∞,�[s,t]

≤ ω
λF
s,t (δF)

(
2‖y‖∞,�[0,T ] + 3‖F‖∞,�[0,T ]

)

+ 2
(
‖ f (y)‖∞,�[0,T ](t − s) + Kω

λF
s,t (δF)

)
‖F‖∞,�[0,T ]

where the last inequality is due to the discrete sewing lemma to estimate ys,u − Fs,u (see also
(3.6)). As a result, δG̃s,u,t is bounded by a control up to a power λG̃ with

ω
λG̃
s,t (δG̃) = (t − s)‖F‖∞,[s,t]

(
2‖y‖∞,�[0,T ] + ‖F‖∞,�[0,T ]

)

+ω
λF
s,t (δF)

(
2‖y‖∞,�[0,T ] + 3‖F‖∞,�[0,T ]

)

+ 2
(
‖ f (y)‖∞,�[0,T ](t − s) + Kω

λF
s,t (δF)

)
‖F‖∞,[s,t]

≤ K (t − s)‖F‖∞,[s,t]
(
‖y‖∞,�[0,T ] + ‖F‖∞,�[0,T ] + 1

)

+ Kω
λF
s,t (δF)

(
‖y‖∞,�[0,T ] + ‖F‖∞,�[0,T ]

)
. (4.12)

Therefore, by applying the discrete sewing lemma to (4.11), one obtains, for a generic
constant K

‖yT ‖2 ≤ e−dT ‖y0‖2 + K
(
1 + ‖ f (y)‖∞,�[0,T ]‖F‖∞,�[0,T ]

)+ e−dT G0,T + Kω
λG̃
0,T (δG̃)

≤ e−dT ‖y0‖2 + K
[
1 + (‖y‖∞,�[0,T ] + C0)‖F‖∞,�[0,T ] + ‖F‖2∞,�[0,T ]

]

+ Kω
λF
s,t (δF)

(
‖y‖∞,�[0,T ] + ‖F‖∞,�[0,T ]

)
. (4.13)

Taking into account Remark 3.1 and by replacing ω
λF
s,t (δF) by the right hand side of (3.1) or

(3.2), then using the estimates (3.5) in Theorem 3.3, and the estimate

‖F‖∞,�[s,t] ≤ (Lg‖y‖∞,�[s,t] + C0) |||x|||p,�[s,t]
one concludes that there exists generic constants C0 > 0, a generic polynomial ξ1, and a
random variable ξ2 of the form ξ2(z) = zm, z ∈ R

+ for some (fractional order) m ≥ p such
that (4.12) has the form

‖yT ‖2 ≤ e−dT
(
1 + Lgξ1(|||x|||p,�[0,T ])eξ2(Lg |||x|||p,�[0,T ])

)
‖y0‖2

+C0ξ1(|||x|||p,�[0,T ])eξ2(Lg |||x|||p,�[0,T ]) (4.14)

One now applies the inequality log(1 + μeν) ≤ μ + ν,∀μ, ν ∈ R, ν ≥ 0, to obtain

log
(
1 + Lgξ1(|||x|||p,�[0,T ])eξ2(Lg |||x|||p,�[0,T ])

)
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≤ Lgξ1(|||x|||p,�[0,T ]) + ξ2(Lg |||x|||p,�[0,T ]) ∈ L1. (4.15)

Hence, one can choose Lg small enough such that

LgEξ1(|||x(·)|||p,�[0,T ]) + Eξ2(Lg |||x(·)|||p,�[0,T ]) < dT . (4.16)

Similarly to [5], one can use (4.14), (4.15) together with Lemma 4.1 to prove that there exists
an absorbing set of the form B�(ω) = B̄(0, R�(x(ω))), where

R�(x) = 1 + C0

∑
k≥1

e−dT k�(x,�[−kT ,

−(k − 1)T ])
k∏

i=1

(1 + Lg�(x,�[−iT ,−(i − 1)T ])) (4.17)

with T = n� and�(x,�[a, b]) = ξ1(|||x|||p,�[a,b])eξ2(Lg |||x|||p,�[a,b]). Due to (4.6), there exists
a random pullback attractor A�(ω) which is contained in B�(ω). ��

Remark 4.3 Note that condition (4.16) should be tested on the discrete time set ��, it is
natural to think that the choice of Lg depends on �. However, it is not always the case.
Indeed, in case x is induced on � by a continuous stochastic process Xt , t ∈ R which
has almost all realizations of ν-Hölder continuity for ν ∈ ( 13 , 1). Then each realization x
can be lifted to a continuous rough path x, and the probability space can be constructed
by using arguments in [2] (see also [7] or [10]). In that case, by fixing a positive number
�0 < 1 ∧ d

2C2
f

∧ 1
2d , condition (4.16) is satisfied if the following criterion holds

LgEξ1(|||x(·)|||p,[0,1]) + Eξ2(Lg |||x(·)|||p,[0,1]) < d(1 − �0) (4.18)

for all � ∈ (0,�0) since 1 ≥ T = n� > 1 − � > 1 − �0. Condition (4.18) shows that Lg

is actually chosen independently of �.

5 Semi-continuity of Numerical Attractors

In this section we consider the following stochastic differential equation

d ŷt = f (ŷt )dt + g(ŷt )dXt , ŷa ∈ R
d , t ∈ [a, b] (5.1)

where f , g satisfy conditions (Hf ), (Hg) and X is a stochastic process such that it can be
lifted to a stationary increment process (x·(ω),X·,·(ω)) of which all realizations x = (x,X)

are α- Hölder rough paths for α ∈ (1/3, 1/2] (examples of such processes can be found in
[12, Chapter 10]). This allows us to write (5.1) in the pathwise sense, i.e. for each realized
rough path x

ŷt = ŷa +
∫ t

a
f (ŷs)ds +

∫ t

a
g(ŷs)dxs, t ∈ [a, b]

in which the second integral is understood as rough integral (see [14]).
It is proved in [10] that there exists a unique solution ŷ(t, x, ya), t ∈ [a, b] to (5.1).

Moreover, one can use similar estimates to Theorem 3.3 to prove that: there exists a generic
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integrable random variable ξ̂ (x) such that for 0 < a < b

‖ŷ‖∞,[a,b] ≤ (‖ya‖ + 1)ξ̂ (x, [a, b])∣∣∣∣∣∣ŷ∣∣∣∣∣∣p,[a,b] ≤ (‖ya‖ + 1)ξ̂ (x, [a, b])(b − a + |||x |||p,[a,b] + |||X|||q,[a,b])∣∣∣
∣∣∣
∣∣∣Rŷ
∣∣∣
∣∣∣
∣∣∣
q,[a,b] ≤ (‖ya‖ + 1)ξ̂ (x, [a, b])(b − a + |||X|||q,[a,b]).

(5.2)

We define the numerical solution by the Euler scheme (1.2) with ya = ŷa and raise the
question on the convergence of numerical solution defined in (1.2) to z. This problem is
solved in [6, 15] for instant, also in [10] with the cut-off technique. Below we will present a
direct proof using the discrete sewing Lemma 2.2.

Proposition 5.1 If in additional to (Hf ), (Hg), f and D2g are locally Lipchitz, then there
exists a generic random variable ξ̂ (ŷa, x, [a, b]) such that the following estimate holds

sup
0≤k≤m

‖ŷ(tk, ya, x) − ytk‖ ≤ ξ̂ (ŷa, x, [a, b])(|�[a, b]|

+ |||x|||p,[a,b],|�[a,b]|
)3−p

(
b − a + |||x|||pp,[a,b]

)
. (5.3)

In particular,

lim|�[a,b]|→0
sup

0≤k≤m
‖ŷ(tk, ŷa, x) − ytk‖ = 0. (5.4)

Proof We only prove the rough case which is more difficult. Firstly, by (3.5), (5.2) one can
bound y, ŷ by a generic constant K = K (ŷa, x, [a, b]) depends on ŷa, x, [a, b] and consider
f , D2g Lipchitz global with constant K for convenience.
Define ht = yt − ŷt for all t ∈ �[a, b]. Then ha = 0 and

htk ,tk+1 = [ f (htk + ŷtk ) − f (ŷtk )](tk+1 − tk) + [g(htk + ŷtk ) − g(ŷtk )]xtk ,tk+1

+[Dg(htk + ŷtk )g(htk + ŷtk ) − Dg(ŷtk )g(ŷtk )]Xtk ,tk+1 + etk ,tk+1

= [ f (htk + ŷtk ) − f (ŷtk )](tk+1 − tk) + Ftk ,tk+1 + etk ,tk+1 ,

where

• ‖etk ,tk+1‖ ≤ ωtk ,tk+1 with control function ω of the form

ωs,t = K (|�[a, b]| + |||x|||p,[a,b],|�[a,b]|)3−pK
[
t − s + |||x|||pp,[s,t]

]
, s < t

in which K is a generic constant K = K (ŷa, x, [a, b]).
• Fs,t = [g(ys)xs,t + Dg(ys)g(ys)Xs,t ] − [g(ŷs)xs,t + Dg(ŷs)g(ŷs)Xs,t ]

Put

Rh
s,t := hs,t − [g(hs + ŷs) − g(ŷs)

]
xs,t , (s, t) ∈ [a, b], s ≤ t .

A direct computation shows that: for s ≤ u ≤ t in [a, b]
‖(δF)s,u,t‖

≤
∥∥∥(g(ŷu + hu) − g(ŷu) − g(ŷs + hs) + g(ŷs)

−[Dg(ŷs + hs)g(ŷs + hs) − Dg(ŷs)g(ŷs)]xs,u
)

⊗ xu,t

∥∥∥
+‖Dg(ŷu + hu)g(ŷu + hu) − Dg(ŷu)g(ŷu)
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−Dg(ŷs + hs)g(ŷs + hs) + Dg(ŷs)g(ŷs)‖‖Xu,t‖.
Due to the assumption (Hg), it is easy to show that Dg(y)g(y) is Lipschitz continuous with
the Lipschitz constant K Lg for a generic constant K > 0, thus the second term in the above
inequality can be estimated as

‖Dg(ŷu + hu)g(ŷu + hu) − Dg(ŷu)g(ŷu) − Dg(ŷs + hs)g(ŷs + hs) + Dg(ŷs)g(ŷs)‖‖Xu,t‖
≤ K Lg(‖hs,u‖ + ‖h‖∞,[s,u]‖ŷs,u‖)‖Xu,t‖
≤ K Lg

[
|||h|||p,�[s,t] + ‖h‖∞,�[s,t](

∣∣∣∣∣∣ŷ∣∣∣∣∣∣p,�[s,t] + |||y|||p,�[s,t])
]
|||X|||q,�[s,t] .

Meanwhile, the first term has the form ‖M ⊗ xu,t‖ where it can be shown that

‖M ⊗ xu,t‖ =
∥∥∥
∫ 1

0

(
Dg(ŷs + hs + η(ŷs,u + hs,u))(ŷs,u + hs,u) − Dg(ŷs + η ŷs,u)ŷs,u

)
dη

−[Dg(ŷs + hs)g(ŷs + hs) − Dg(ŷs)g(ŷs)]xs,u
∥∥∥‖xu,t‖

≤ Lg(‖Rh
s,u‖ + ‖h‖∞,�[s,t]‖Rŷ

s,u‖)‖xu,t‖

+
∥∥∥
∫ 1

0

(
Dg(ŷs + hs + η(ŷs,u + hs,u))g(ŷs + hs) − Dg(ŷs + η ŷs,u)g(ŷs)

−Dg(ŷs + hs)g(ŷs + hs) + Dg(ŷs)g(ŷs)
)
dη

∥∥∥‖xs,u ⊗ xu,t‖
≤ Lg(‖Rh

s,u‖ + ‖h‖∞,�[s,t]‖Rŷ
s,u‖)‖xu,t‖

+
∫ 1

0

{∥∥∥(Dg(ŷs + hs + η(ŷs,u + hs,u)) − Dg(ŷs + hs
)
g(ŷs + hs)

−
(
Dg(ŷs + η ŷs,u) − Dg(ŷs)

)
g(ŷs)

∥∥∥}dη‖xs,u ⊗ xu,t‖
≤ Lg(‖Rh

s,u‖ + ‖h‖∞,[s,t]‖Rŷ
s,u‖)‖xu,t‖ + K Lg‖hs,u‖‖xs,u ⊗ xu,t‖

+
∫ 1

0

{∥∥∥
∫ 1

0

[
D2g(ŷs + hs + κηys,u)η ŷs,u ⊗ g(ŷs + hs)

−D2g(ŷs + κη{ŷs,u)η ŷs,u ⊗ g(ŷs)
]
dκ

∥∥∥}dη‖xs,u ⊗ xu,t‖
≤ Lg(‖Rh

s,u‖ + ‖h‖∞,�[s,t]‖Ry
s,u‖)‖xu,t‖ + K Lg‖hs,u‖‖xs,u ⊗ xu,t‖

+
∫ 1

0

{ ∫ 1

0

∥∥∥(D2g(ŷs + hs + κη ŷs,u) − D2g(ŷs + κη ŷs,u)
)
η ŷs,u ⊗ g(ŷs + hs)

+D2g(ŷs + κη ŷs,u)η ŷs,u ⊗
(
g(ŷs + hs) − g(ŷs)

)∥∥∥dκ
}
dη‖xs,u ⊗ xu,t‖

≤ Lg

( ∣∣∣∣∣∣∣∣∣Rh
∣∣∣∣∣∣∣∣∣
q,�[s,t] + ‖h‖∞,�[s,t]

∣∣∣∣∣∣∣∣∣Rŷ
∣∣∣∣∣∣∣∣∣
q,�[s,t]

)
|||x |||p,�[s,t] ‖

+K Lg

(
|||h|||p,�[s,t] + ‖h‖∞,�[s,t] |||y|||p,�[s,t]

)
|||X|||q,�[s,t]

≤ K
( ∣∣∣∣∣∣∣∣∣Rh

∣∣∣∣∣∣∣∣∣
q,�[s,t] |||x |||p,�[s,t] + |||h|||p,�[s,t] |||X|||q,�[s,t]

)

+K‖h‖∞,�[s,t]
(

|||x |||p,�[s,t] + |||X|||q,�[s,t]
)
.

As a result, one can apply Corollary 2.4 to conclude that

‖hs,t‖ ≤ K‖h‖∞,�[s,t](t − s) + K‖h‖∞,�[s,t](‖xs,t‖ + ‖Xs,t‖) + ωs,t

+K Lg

( ∣∣∣
∣∣∣
∣∣∣Rh
∣∣∣
∣∣∣
∣∣∣
q,�[s,t] |||x |||p,�[s,t] + |||h|||p,�[s,t] |||X|||q,�[s,t]

)
;

‖Rh
s,t‖ ≤ C f ‖h‖∞,�[s,t](t − s) + K Lg‖h‖∞,�[s,t]‖Xs,t‖ + ωs,t
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+K
( ∣∣∣
∣∣∣
∣∣∣Rh
∣∣∣
∣∣∣
∣∣∣
q,�[s,t] |||x |||p,�[s,t] + |||h|||p,�[s,t] |||X|||q,�[s,t]

)
.

One can now apply the same arguments as in the proof of Theorem 3.3 to show that there
exists a random variable ξ̂ (ŷa, x, [a, b]) such that

‖h‖∞,[a,b] ≤ ‖(h, Rh)‖p,[a,b] ≤ (‖ha‖ + ωa,b)ξ̂ (ŷa, x, [a, b])
≤ K

(|�[a, b]| + |||x|||p,[a,b],|�[a,b]|
)3−p

which proves (5.3) for ξ̂ generic. Finally, because p ∈ [2, 3) and x ∈ C
1
p is of 1

p - Hölder
rough path, it is easy to check that |||x|||p,[a,b],|�[a,b]| → 0 as |�[a, b]| → 0. This proves
(5.4). ��

Next we recall that in [10], it is proved that if f satisfies dissipative condition, (5.1)
generate a RDS ϕ which possesses a pullback random attractor A. At the same time (5.1)
generate a discrete RDS which possesses a random pullback attractor A� when � ≤ �0

small enough. In the followingwe prove that the discrete attractor converges to the continuous
attractor as � approaches 0. Note that the result here is obtained without the condition on
boundedness of f as proved in [10].

To satisfy condition (4.8) for any step size �, we assume a stronger condition that

E |||x|||kp,[a,b] < ∞, ∀k ∈ N, ∀0 < a < b. (5.5)

We first prove that

Proposition 5.2 Under assumptions (Hf ), (Hg), (4.7) and (5.5), there exists L > 0 such that
if Lg < L, for all � small enough the attractor A� of (1.2) is uniformly bounded in � a.s.

Proof For T and R�(x) in Theorem 4.2 where � small enough so that T > 1/2, observe
that for each k, nk = �kT � satisfies nk ≤ kT < (k + 1)T < nk + 2 and nk ≤ nk+1 ≤
nk + 1, nk < nk+2. We then have some generic constant M (note that nk ≤ k)

R�(x) ≤ 1 + M
∞∑
k=0

e−dk�(x, [−k,−k + 2])]
k∏
j=0

[
1 + Lg�(x, [− j − 1,− j + 1])

]2

≤ 1 + M
∞∑
k=1

e−dk�(θ−kx, [0, 2])
k∏
j=1

[
1 + Lg�(θ− jx, [0, 2])

]2

≤ 1 + M
∞∑
k=1

e−dk�(θ−k x, [−1, 2])
k∏
j=1

[
1 + Lg�(θ− jx, [−1, 2])

]2 =: R(x).

(5.6)

Hence, using similar arguments in Theorem 4.2 one can choose Lg small enough and
independent of � such that the series in (5.6) converges almost surely. That implies
A� ⊂ B̄(0, R�(x)) ⊂ B̄(0, R(x)) for all � satisfying (4.9) where the radius R(x) is
independent of �. The proof is finished. ��
Theorem 5.3 (Convergence of numerical attractor) Under conditions in Proposition 5.1 and
(5.5), for Lg small enough, the numeric attractor A� converges to the attractor A in the
Hausdorf semi-distance, i.e. dH (A�|A) → 0 as � → 0, a.s.
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Proof First, as indicated in (5.6) of Proposition 5.2, for Lg small enough so that R(x) is
finite, we have R�(x) ≤ R(x) for all � < �0 small. On the other hand, assumption (Hf )
and the dissipativity condition (4.7) match the conditions in [7, Theorem 3.1] for g bounded
and [10, Theorem 5.1] for g linear to conclude the existence of a random attractor A.

Now, we proceed a contradiction arguments. Namely, assume the assertion is false for a
particular ω corresponding to a rough path x, then there exists an ε0 > 0 and a sequence
� j ↓ 0+ such that dH (A� j (ω)|A(ω)) > ε0 for all j ∈ N. Since these attractors are compact
sets, there exists a j (ω) ∈ A� j (ω) such that dH (a j (ω)|A(ω)) > ε0. Due to the invariance,
there exists for each m j ∈ N a point b j (θ−m j� j ω) ∈ A� j (θ−m j� j ω) ⊂ B� j (θ−m j� j ω)

such that ϕ� j (m j� j , θ−m j� j ω)b j (θ−m j� j ω) = y
� j
m j� j

(θ−m j� j ω, b j (θ−m j� j ω)) = a j (ω).
Respectively one considers the continuous flowwith respect to the rough differential equation

ϕ(m j� j , θ−m j� j ω, b j (θ−m j� j ω)) = ŷm j� j (θ−m j� j ω, b j (θ−m j� j ω))

and applies the triangle inequality to obtain

ε0 < dH (a j (ω)|A(ω)) ≤ ‖ŷm j� j (θ−m j� j ω, b j (θ−m j� j ω)) − y
� j
m j� j

(θ−m j� j ω, b j (θ−m j� j ω))‖
+ dH (ϕ(m j� j , θ−m j� j ω, b j (θ−m j� j ω))|A(ω)). (5.7)

On the other hand, since A is the pullback attractor of ϕ, it attracts also B̄(0, R(ω)) in
the pullback sense, thus there exists a fixed T ∗ := T (ε0, ω) such that for any m j� j ∈
[T ∗, T ∗ + 1]

dH (ϕ(m j� j , θ−m j� j ω, b j (θ−m j� j ω))|A(ω)) ≤ ε0

2
. (5.8)

Meanwhile, due to the estimate (5.3) in Proposition 5.1, the first difference in the right hand
side of (5.7), for a fixed interval [0, T ∗ + 1], is uniform with respect to the initial point
b j (θ−m j� j ω) in the compact set B� j (θ−m j� j ω). Hence one obtains for � j small enough

‖ŷm j� j (θ−m j� j ω, b j (θ−m j� j ω)) − y
� j
m j� j

(θ−m j� j ω, b j (θ−m j� j ω))‖

≤ K (R� j (θ−m j� j ω))
[
� j + |||ω|||p,[−T ∗−1,1],� j

]3−p [
T ∗ + 1 + |||ω|||pp,[−T ∗−1,1]

]
.

(5.9)

Write m j� j = T ∗ + s j with s j ∈ [0, 1], one has
R� j (θ−m j� j ω)

≤ 1 + M sup
s∈[0,1]

∞∑
k=0

e−dk�(θ−kθ−T ∗ω, [0 − s, 2 − s])
k∏
j=0

[
1 + Lg�(θ− j θ−T ∗x, [−s, 2 − s])

]2

≤ 1 + M
∞∑
k=0

e−dk�(θ−kθ−T ∗ x, [−1, 2])
k∏

j=0

[
1 + Lg�(θ− j θ−T ∗ω, [−1, 2])

]2

≤ R(θ−T ∗ (ω)). (5.10)

Hence, the right hand side of (5.9) tends to 0 as j → ∞, i.e.

‖ŷm j� j (θ−m j� j ω, b j (θ−m j� j ω)) − y
� j
m j� j

(ω, b j (θ−m j� j ω))‖ ≤ ε0

2
(5.11)

for j large enough. Since (5.8) and (5.11) contradict to (5.7), this completes the proof. ��
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Remark 5.4 In Theorem 4.2 and 5.3, the results are established for the discrete system under
condition “sufficiently small Lg”, which implies that g is not necessarily bounded but its
derivatives must be small enough. Therefore in case g is bounded, this condition can be
relaxed, but we need a little stronger condition than (5.5) that

E |||x|||k1/p-Hol,[a,b] < ∞, ∀k ∈ N, ∀0 < a < b, (5.12)

In the following, we would like to clarify the argument for discrete system (1.2). Indeed,
in Theorems 3.3 and 4.2 we construct the sequence τm(δ, [0, T ]) on [0, T ] and obtain the
estimate

N (δ,[0,T ])−1∑
m=0

∣∣∣∣∣∣y, Ry
∣∣∣∣∣∣
p,�[τm ,τm+1] ≤ K

[
T ‖y‖∞,�[0,T ] + ξ(|||x|||p,�[0,T ])

]

for a sufficiently small δ, a generic polynomial ξ and a generic constant K . We modify (4.11)
as

‖ytn‖2 ≤ e−dT ‖y0‖2 + K
(
1 + ‖ f (y)‖∞,�[0,T ]‖F‖∞,�[0,T ]

)

+
N (δ,[0,T ])−1∑

i=0

[
Gτi ,τi+1 + Kω

λG̃
τi ,τi+1(δG̃)

]
.

Since g is bounded, we use the estimate ‖F‖∞,�[s,t] ≤ Lg |||x|||p,�[s,t] and (3.3), and choose
δ = (1 ∧ d(1 − �0))/2K . Then a direct calculation yields

‖yT ‖2 ≤ e−dT (1 + K δ + Lg�
1/p |||x|||1/p−Hol,�[0,T ])‖y0‖2 + Keξ(|||x|||1/p−Hol,�[0,T ])

≤ e−dT /2(1 + Lg�
1/p |||x|||1/p−Hol,�[0,T ])‖y0‖2 + Keξ(|||x|||1/p−Hol,�[0,T ]),

which is similar to (4.14). The role of Lg�
1/p is similar to Lg as a coefficient of ‖y0‖2 in

(4.14). Therefore, Theorem 4.2 is prove for g bounded with Lg be arbitrary. This coincides
to the results present in [10] for rough cases and in [11] for Young cases.

As a sequence of Theorem 4.2, the convergence in Theorem 5.3 holds for arbitrary Lg .
This is an improvement of [10] where both f and g need to be bounded.
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