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ON THE WEIGHTED m—ENERGY CLASSES

THAI DUONG DO !> AND VAN THIEN NGUYEN 3

ABSTRACT. In this article, we investigate the weighted m—subharmonic functions. We shall
give some properties of this class and consider its relation to the m—Cegrell classes. We also
prove an integration theorem and an almost everywhere convergence theorem for this class.
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1. INTRODUCTION

In 1985, Caffarelli, Nirenberg, and Spruck [10] generalized the notion of subharmonic and
plurisubharmonic functions which are called m-subharmonic functions. A smooth function u
defined in open subset Q of C" is m-subharmonic if

O'k(u): Z ;Lj ---lijO,Vk:L---,m

I<ji<-<jk<n

where (4j,,---,A;,) is the eigenvalue vector of the complex Hessian matrix of u.

Generally, the complex Hessian operator is neither linearly nor holomorphically invariant.
This makes it harder to study compared to the classical Laplacian and Monge-Ampere oper-
ators. The pluripotential theory of m-subharmonic functions was developed by Btocki in [9]
where the complex Hessian operator H,,(u) = (dd“u)™ A (dd€|z|*)"~™ is well-defined for m-
subharmonic function u# as a Radon measure (see [9]).

For 1 < m < n,, we will always assume that Q is a bounded m-hyperconvex domain to
ensure the existence of m-subharmonic functions defined on €. Since the complex Hessian
operator can not be defined for all m-subharmonic functions, a question that arose is find a
natural domain of the complex Hessian operator. Lu extended the results of Cegrell ([[11} 12])
and introduced the Cegrell classes &,(Q), %, (Q), &, n(Q) for m-subharmonic functions. He
showed that the complex m-Hessian operator is well-defined in these classes. Moreover, he
also proved that the class &,(Q) is the biggest class where the Hessian operator can be defined
(see [19} 120, 21]).

To study the range of the complex Monge-Ampere operator in the Kédhler manifold setting,
Guedj and Zeriahi in [16] gave a notion of weighted energy class &% (X, ®). This class is a
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subset of all w-plurisubharmonic functions with full mass and it generalizes the class of ®-
plurisubharmonic functions with finite energies. Since then, there are many works investigated
the weighted energy classes, e.g. [6, 7,18, 13} [18]].

Recently, Cegrell classes for m-subharmonic functions have been invesgated by many au-
thors. For more details we refer the readers to [[1, 12|, 3} [14, [15) 23] 24} 25| 26, 27, 28|, 29, [33]].
The weighted m-subharmonic functions were introduced by Vu in [30].

In this paper, inspired by ideas from [6, 8} 18] we shall continue investigation of the weighted
m-subharmonic class &, ,(€2) for any increasing weight function }: R~ — R™. In Section[3]
we give some inclusions between the weighted m-energy class and well known Cegrell classes.
In particular, we show that if  is not the zero function then &Y ,,(Q) C &,(Q), and &, 5 (Q)
is a subclass of the class .4;,(Q) when x(—¢) < 0 for all # > 0 (see Theorem [3.3)). In the case
X (—o0) = —oo, the weighted m-energy functions have complex Hessian measures vanishing
on m-polar sets (see Theorem [3.7). In addition if y(—o0) = —eo and x(0) = 0, we obtain
the inclusion &, , C 75 (€), the Cegrell class of m-subharmonic functions with finite energy
whose complex Hessian measures vanishing on m-polar sets. We also give characterizations of
this class in term of x-energy as well as m-capacity (see Theorem [3.11] and Proposition 3.14]).
In Section 4] with an addition condition on J, we shall prove the convergence for the weighted
m-energy class (see Theorem 4.3). And in the rest of Section 4 we formulate an integration
theorem that help us creating more elements in this class (see Theorem 4.4)).

2. CEGRELL CLASSES FOR m-SUBHARMONIC FUNCTIONS

This section is a brief introduction which summarizes the definition of Cegrell classes for
m-subharmonic functions and theirs properties. More details and proofs can be found in [19,
26, 128]).

We shall use the canonical (1, 1)-form on C":

n
o =dd[z|> =2i Y dz; Adz;.
j=1
Definition 2.1. Let a be a real (1,1)-form on Q. We say that « is m-positive in Q if for every
point in Q we have ' '
o/ N@"7 >0, forall j=1,...,m.

Definition 2.2. A function u: Q — RU{—co} is called m-subharmonic if it is subharmonic and
ddunog NNy 1 A" ™" >0
holds in the sense of currents for any m-positive (1,1)-forms ay,--- , Q1.
Denote by SH,,(Q) the collection of all m-subharmonic functions on Q. A set E C C" is
called m-polar if E C {v = —eo} for some v € SH,,(C") and v # —oo.

In pluripotential theory, capacities play an important role. We define analogous capacities in
the setting of m-sh functions.

Definition 2.3. Let E be a Borel subset of Q. The m-capacity Cap,, (E) of E with respect to
Q is defined by

Cap,, o(E) = sup{/ Hy(u),u € SHyu(Q),—1 <u < o}.
’ E

Recall that a bounded domain Q C C", is called m-hyperconvex if there exists a bounded
m-subharmonic function p : Q — (—eo,0) such that the closure of the set {z € Q: p(z) < c} is
compact in Q, for every ¢ € (—o0,0). The function p can be chosen such that p(z) € [—1,0),

for all z € Q. Such p is called the exhaustion function of Q.
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Throughout this chapter, we always assume that € is an m-hyperconvex domain. The fol-
lowing Cegrell classes for m-subharmonic were introduced by Lu: &y, Epm, Ty Fpm, Em
(see[19]) and the class .4;, was introduced by the second author of this article (see [28])).

Definition 2.4 (Cegrell classes). o We let &) ,,(Q) to be the class of all bounded functions
in SH,,(€2) such that

lim u(z) =0 and / Hy(u) < H-oo.
7—0Q Q

e For each p > 0, let &),,,(€2) denote the class of all functions u € SH,, (Q) such that
there exists a decreasing sequence {u;} C &0, (L) satisfying u; | u on & and

sup / (=) Ho (1) < +-o0.
j JQ

If we require moreover that sup; JoHm(uj) < +oo then, by definition, u belongs to
Fpm(Q).

e A function u € SH,,(Q) belongs to &,,(Q) if for each zg € Q, there exist an open neigh-
borhood U C © of zp and a decreasing sequence {u;} C &p () such that u; | uin U
and sup; [ Hp(uj) < oo

e Denote by .%,,(Q2) the class of functions u € SH,, () such that there exists a sequence
{uj} C &m(Q) decreasing to u in Q and sup; [o Hp(u;) < +oo.

o Let u € SH,(Q), and let {Q;} be a fundamental sequence of Q, i.e., Q; € Q;; and
U;Q; = Q. Set

w(z) = (sup{@(2): ¢ € SHu(Q), @ <uon Q5})",
where Qjﬁ denotes the complement of € ; in Q. Let the function i be defined by

i = (hm uj)
Jj—reo
We define .4;,(Q) be the set of all functions u € &,,,(Q) such that ii = 0.
Remark 2.5. (i) We have the following strict inclusions
Eom(Q) C Fpm(Q) C Fp(Q) C Nn(Q) C En(Q),
Eom(Q) C Fpm(Q) C Epm(Q) C E(Q),
SH,, (Q) ML (Q) C 6(Q).
There is no inclusion between .%,, and &), ,,. An example has been showed in [5]].
(ii) Every function u € .4;,(Q) has zero boundary values in sense that
limsupu(z) = 0.
7—0dQ

(iii) The class &p () are sometimes called test functions since each smooth function with
compact support in Q can be written as the difference of two smooth functions in
Eo.m(Q).

(iv) &,(Q) is the largest set of non-positive m-subharmonic functions where the complex
Hessian operator is well-defined.

(v) We can think .4;,(Q) as of the class for which the smallest maximal m-subharmonic
majorant is identically equal to 0.

Let % be one of the classes &y ,m(Q), Fm(Q), Nn(Q),En(RQ), Epm(Q), Fpm(2). Denote
by % “ the set of all functions in .2~ whose Hessian measures vanish on all m-polar sets of Q.

The following results was shown in [19, 28].
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Lemma 2.6. (1) A is a convex cone, ie., if u,v € # then au+bv € & for arbitrary
nonnegative constants a,b. Moreover, ifu € v € SH, (Q) then max(u,v) € % .
(ii) The Hessian measures of functions in &, ,n(2), % pm(Q) vanish on m-polar subsets of
Q. This means that &, 5, (Q), . F, m(Q) are proper subsets of & (Q).

Theorem 2.7. [27, Theorem 3.1] Let u € .%,,(Q). Then for all s,t > 0, we have
t"Capy o({u < —s—1t}) < / (ddu)" N@" ™ < 5" Cap,, o({u < —s}).
{u<—s}

The following theorem is a generalization of [8, Theorem 2.1]. The proof is straightforward
modification of the proof given in the plurisubharmonic case.

Theorem 2.8. Let u € &,,(Q). Then for every borel set B C Q\ {u = —oo}, we have
/ (dd°u)" Ao = lim / (ddCu)" A @™,
B BN{u>—k}
where u, = max(u, —k). The measure (ddu)™ A @"~"™ puts no mass on m—polar sets E C {u >
—oo},
The following theorem, which is a consequence of [28, Lemma 5.5], will be used in sequel.

Theorem 2.9. Let u,v € A,,(Q) is such that u > v and (ddu)" N @"~™ = (ddv)" N @" ™.
Suppose that there exists w € &,,(Q) such that w Z —o and [(—w)(ddu)™ N @™ < oo
Q

Then u=v on Q.

3. WEIGHTED m—ENERGY CLASSES

Let us define the weighted m-energy classes. In this section, we always assume the weight
x: R™ — R is increasing function.

Definition 3.1. The weighted m-energy class with respect to the weight X can be defined as
follows

Eym(Q) = {1 € SHu(Q) : 3(u)) € Eom(Q), 1\ 1, qu/(—x) o (dd°u;)" A @' < oo}
o

Remark 3.2. The weighted m-energy class generalizes the energy Cegrell classes &), 1, - F i, F p m.
(i) When y = —1, then &y ,,(Q) is the class .%,,(Q).
(i)) When x(z) = —(—1)?, then & n(Q) is the class &), ().
(iii) When x(¢) = —1 — (—t)”, then & ,,(Q) is exactly the class .7, ,, ().

First, we prove that Hessian operator is well-defined on class &, if ¥ # 0.

Theorem 3.3. Let y : R~ — R~ be an increasing function. Then

(i) Em(Q) C EW(Q) if x #0,
(i) Eym(Q) C Ap(Q) if x(—t) <0 forallt > 0.

The proof of Theorem [3.3| requires the following auxiliary lemma.
Lemma 3.4. Let x : R~ — R~ be an increasing function and u,v € & ,,(Q) satisfying
(—xou)(ddu)" N@"™ = (ddv)" No" ™.
Then {
U> ————v—t, Vt >0 such that y(—t) <O0.

T
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Proof. Lett > 0 such that y(—t) < 0, we set w:= ————y —¢. On the set {u > —t}, we have

u > —t > wsince v < 0. It remains to prove that u > w on the set {u < —t}. To do this, we
observe that

/ (ddu)™ A """ < / “XOM Gdcuyn A = / (ddw)™ A @™,

—x(=1)
{u<—t} {u<—1} {u<—1}
Then, by [22, Theorem 2.13] and the fact that
lim u(z) = —t > lim w(z),
{u<—t}oz—d{u<—t} {u<—t}3z—=0{u<—t}
we have u > w, as desired. O

Proof of Theorem[3.3l Letu € & ,,(Q) and (u;) be a sequence in &y ,,(Q) decreasing to u such
that

sup/(—xouj)(ddcuj)m/\a)”_m < oo. (3.1)
J
Q

By inequality (3.1), for every j, we can choose a positive number M; which is large enough
such that (dd(Mju;))" AN@" ™" > (—xou;j)(ddu;)™ N@" ™. By the fact that M ju; € & ,»(Q)
and by [33] Theorem 5.9], it follows that there exists v; € &, () such that

(ddv;)"No" ™" = (—xou;)(ddu;)" A" ™™ (3.2)
and v; > Mju;. We also have v; € &,,() since Mju; € &y,,(2). Then, by Lemma [3.4, we
have

uj > vj—t, Vt > 0 such that y(—t) <O0. (3.3)

1
- V(=)
Now we set w; = (supvy) and w = lim w;. By (3.3)), we have
k>j Jree

1
u> 7mw* —1t, Vt > 0 such that y(—¢) < 0. (3.4)
vV —x(—t

By inequalities 3.1land [3.2] it follows that

SuP/(ddcwj‘)m A" < SuP/(ddCVj)m A" = SUP/(—X ou;)(ddu;)" A" " < oo
J Q J Q J o

Then, by the fact that w} € &, (€2) and w7\, w*, it follows that w* € .7, (Q).
(i) Assume that ¥ # 0. Then there exists 7y > 0 such that ) (zy) < 0. Therefore,

1 *
U> ————w —y,

vV =x(=1)
and hence u € &,(Q), as desired.
(i) Assume that y(—t) < 0 for all > 0. Then, by the fact that w* = 0 and by (3.4), we have
i > —t for all # > 0. Therefore, & = 0 and hence u € 4,,(Q), as desired. O

Remark 3.5. The condition of y in Theorem [3.3| part (ii) is sharp. Indeed, suppose that there is
to > 0 such that y(—19) = 0. We define u = —#p. Then we can find a sequence (u;) € &y n(Q)
decreasing to u (see [4, Theorem 5.2]). Since x is increasing function, we have x(u;) = 0 for
every j, and hence

/(—x ou;)(dduj)" A "™ =0,

Q
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for every j. It follows that u € & ,,(Q). But u & .4,,(Q) since the boundary value of u is
nonzero (see Remark 2.3 (ii)).

The following theorem shows that the m—weighted energies of functions of classes &y ,, are
finite.

Theorem 3.6. Let y : R~ — R~ be an increasing function and u € &y ,,(Q). Then

/ (= ou)(ddu)" A @' < oo.
Q

Proof. Let (u;) be a sequence in &y, () decreasing to u such that
M= sup/(—x o) ((ddu;)" A @'™™) < oo.
J
Q

Also, we have (dd“u;)™ N @" ™" — (ddu)™ N "~
First, we consider the case where x is a continuous function. Then, since (—x ou;)
(—x ou) and all of them are lower continuous, we have

/(_X ou)(dd‘u)" A" " =lim [ (—xou)(ddu;)" Ne""
Joeo
Q

= lim [ liminf(—y ou)(dd u;)" A @"™"
Jj—roo k—>o0
Q

< lim liminf [ (—x oux)(ddu;)" A" ™"
j—oo k—oo
Q

<liminf | (—xou;)(ddu;)" N@" ™"
—>00
T2

=M < oo,

Next, we consider the case y(—o) > —oo. We can find a sequence of increasing continuous
function () such that y, \, x on R™. The previous case implies that

/ (—=xpou)(ddu)" N@"™™ < oo,
Q
for every p. Let p — oo, by Lebesgue monotone convergence theorem, we have

/ (—x ou)(ddu)" A @™ < oo.
Q

In general case, for each g € N, we set , = max(),—g). By the previous case, we have

/ (=g 010) (ddCu)™ A @™ < oo,
Q

for every g. Again, letting ¢ — oo and using Lebesgue monotone convergence theorem, we get

/(—X ou)(ddu)" A" " < eo.
Q
The proof is completed. U



Next, we consider the condition where ) (—t) decreases to —eo when ¢ increases to +oo.
The following theorem shows that the Hessian measure of functions of classes &y ,, vanish on
m—polar sets.

Theorem 3.7. Let y : R™ — R~ be an increasing function. Then &y () C &4(Q) if and only
if x(—00) = —oo.

Proof. First, we suppose that y (—oo) = —oo. Letu € & ,(Q) and (u;) be a sequence in &p ,(Q)
decreasing to u such that

M := sup/(—xouj)(dd"uj)m/\ 0" < oo,
J
Q

By Theorem [3.3] we have u € &,,(Q). It remains to show that the measure (dd“u)” A "™
vanishes on every m—polar set. However, this measure vanishes on every m—polar set £ C
{u > —oo} thanks to Theorem 2.8l Thus, we only need to show that (dd“u)™ A @"~"" vanishes
on {u = —o}. Indeed, since y is increasing function, we have, for every j,k, and for every ¢
such that x(—7) # 0,

! Cuy p - < M
—x(—0) (=X 0w (ddu)" A " < — .

{uj<—t} {uj<—t}

(ddug)™ A "™ <

Let j — oo, we obtain, for every k, and for every ¢ such that y(—t) # 0,

M
(ddu)" N"™™ < .
—x(=1)
{u<—1}
Next, let k — oo, we get, for every ¢ such that y(—¢) # 0,
M

dd‘u)" No" " < .
/ (dd"w) — —x(-1)
{u<—r1}

Finally, let # — o, we have
/ (ddu)™ A @™ =0,
{u=—co}
as desired.
Now, we suppose that y (—oo) # —oo. Since y is increasing function, it follows that .7%,,(Q) C
&y m(Q). However, we have .%,,(Q) is not a proper subset of &(€2). Therefore, &y ,n(Q) is

not a subset of &%(Q).
The proof is completed. U

If we further assume that (0) # 0, we have the following results about the relationship
between classes &Y ,, and class .%,.

Theorem 3.8. Let y : R~ — R~ be an increasing function such that %(0) # 0 and y(—oo) =
—oo, Then

Eym(Q) C Fp,

m

(Q).
Proof. Letu € & ,,(€2). Then there exists a sequence (u;) C &, (L) such that u; \, u and
M = sup/(—xouj)(ddcuj)m AN@" ™ < oo,
J
Q
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Hence, since y is an increasing function and x(0) # 0, we have

/(ddcuj)m/\a)”m < /(—xouj)(ddcuj)m/\a)"m <
—x(0)
Q Q
This shows that

—x(0)

sup/(ddcuj)’" AN@"™ < oo,
J Q
Therefore, we have u € .%,(Q). It follows from Theorem [3.7] that (ddu)™ A @™~ does not

charge on m—polar sets, and hence u € .%/ (), as desired. U

Remark 3.9. The condition x(0) # 0 of Theorem [3.8] is sharp. Indeed, in case m = n and
x(t) =1t, Example 3.11 in [11] provides a counterexample.

Proposition 3.10.
Fn(QNL7(Q) = [ Em(Q),
xex

where 2" :={x :R™ — R~ : xisincreasing, x(0) # 0 and ) (—o) = —oo}.

Proof. Suppose that u € .%,,() NL*(Q). Then there exists a sequence (u;) C &p,,(L2) such
that u; ~\, u and

sup/(ddcuj)m AN@" M < oo,
J Q
Therefore, for any y € 2, we have

sup/(—x ou;)(ddu;)™ A" ™ < sup <sup|x ouj]) /(dd"uj)m/\ " "
J J Q
Q Q

< (sup|xou|) sup/(ddcuj)m/\a)”m
Q J
Q

< oo,
andsothatu € [\ &y m(Q).
XEX
Conversely, suppose that u ¢ .%,,() NL*(Q), we need to show that u & [\ &y n(Q). By

XEX
Theorem [3.8] we can assume that u € .%,,(Q) \ L”(Q). Then the sublevel set {u < —s} is non
empty open subsets for all s > 0. Hence, by Theorem we have, for every s > 0,

(ddu)" A" > Cap,, o({u < —s—1}) > G,V ({u < —s —1}) > 0,
{u<—s}
where V», is the Lebesgue measure in C”, and the constant C,, depends only on n. Therefore,
we can consider the function )p : R~ — R~ such that y(0) # 0 and
1
/ —
Xo(—t) = IR o forallt > 0.
{u<t}

Obviously, o is increasing. Since u € .%,,(Q), we have [(ddu)™ N @"™™ < oo, and so that
Q

Xo(—1) > W > 0 for all # > 0. This implies that yo(—o) = —eo. Therefore, yo € 2 .
Q

8



Now

/ (—xo o u)(ddu)" A "™ = /O " (ddeuy A o <{u <! (t)})dt
Q

= /(:oox(’)(—s) (ddu)" A a)"_m<{u < —s})ds
oo

= ds = oo.
0
It follows that u & &, 4,(2), and hence u € (| &y (L), as desired. O
XEX

The following theorem helps us to understand classes &, through the capacity of sublevel
sets.

Theorem 3.11. Let x : R~ — R~ be an increasing function such that y € C'(R™). Then

Exm() D {u €SH,, (Q): /tmx’(—t)Capm,Q({u < —t})dt < +oo}.
0

Proof. Suppose that u € SH,, (Q) satisfies [ 1" x'(—t)Cap,, o({u < —t})dt < +o0. By [22} The-
0

orem 3.1], there exists sequence {u;} C &p () such that u; \, u in Q. Then, by Theorem 2.7}
we have
~+oo

/(—xouj)(ddcuj)m/\w”_m = /(ddcuj)m/\a)"_m<{ —xou; >t})dt
Q

Therefore,
sup/(—x ouj)(dduj)" A" " < oo,
J
Q

and so that u € & ,,(Q) as desired. O

In case y(—t) < 0 for every ¢ > 0, the following lemma shows that a function of class .4;,
with finite m—weighted energy can be approximated by a decreasing sequence of functions of
class &, with m—weighted energies converge to the m—weighted energy of u.

Lemma 3.12. Let y : R~ — R~ be an increasing function such that y(—t) < 0 for every t > 0,
and u € N, (Q). Suppose that

/ (= o) (ddu)" A @' < o0,

Q
9



Then there exists a sequence {uj} € &y, (Q) such that uj ™\, u and

Jore

lim [ (—xou;)(ddu;)" Aa" ™ = / (—x ou)(dd u)™ A "™
Q

The proof uses the same idea as in [7]].

Proof. Let p € &) ,,(2) NC=(Q) be a defining function for Q (see [4, Theorem 5.4]). For each
J, by [28, Lemma 5.5], it follows that

s o (ddu)™ A 0"(Q) = / (ddu;)" A @™ < / (dd€jp)" A @' < oo.
{u>jp} {u>jp}
Then, by the fact that
(ddu)" NO"™" > 1 jpr (ddu)™ A" ™™,
and by [33, Theorem 5.9], it follows that there exists u; € &En(Q) such that u j = uand
(ddu;)" A" =1y jpy(ddu) N ™™,

By Lemma[2.8] we have that (ddu;)"™ A @"~™ vanishes on all m—polar subsets of Q for every
Jj. Moreover, by [28, Lemma 5.1], we have

(dd u;)™ A "™ < Ly joy (dd° max(u, jp))™ A @" ™™ < (dd° max(u, jp))" A @" ™.

Then, by [28, Corollary 5.8], it follows that u; > max(u, jp) > jp, and so that u; € & ().
We observe that (dd“uj )" A@" ™™ > (ddu;)™ N @"~"" for every j. Again, by [28| Corollary
5.8], we have u; > uj for every j.

Next, let #p be a real number such that x(—#p) < 0. We choose an increasing function ¥ :
R~ — R~ suchthat 7' =% =0 on [—#,0], % > 0on (—eo,—fy) and ¥ > x on R~. We have

ddjt(u1) = % (u1)duy Aduy + J (ur)dd uy,

and hence (dd}(u;))™ > 0. Therefore, ¥ ou; € SH,, (Q). Also, we have ¥ ou; € L*(Q2), and
so that ¥ ou; € &,(Q). Since J is increasing function, we have

/(_Z our)(ddu)" A" < /(—Z ou)(ddu)" A" " < oo,

Q Q
Now we set v := lim u;. We have v > u and
J—oo
(dd V)" A" = lim (ddcuj)m AO" ™ = (ddu)" No"™.

jeo
Then, applying Theorem[2.9] we have u = v, and so that u; “\, u. By the monotone convergence,
it follows that

/(—x ou;)(dduj)" N " = /(—x 0 )1 s oy (dd“u)™ A @
Q Q

- / (—x o u)(ddu)™ A "™,
Q

The proof is completed. U

By Theorem Theorem [3.6]and Lemma[3.12] we have the following corollary.
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Corollary 3.13. Let y : R — R~ be an increasing function such that y(—t) < 0 for every
t > 0andu € & (Q). Then there exists a sequence {uj} € &p n(Q) such that uj \, u and

lim [ (—xou;)(dduj)" Na" " = /(—X ou)(ddu)™ A" " < H-co.
Joee
Q

By Lemma and Theorem [3.3] we have the following relationships between class &%
and Cegrell classes with finite m—weighted energies.

Proposition 3.14. Let ¥ : R~ — R~ be an increasing function. Then
(1) If x #£0then

Em(@) < {ue 6,(9): /(—xou)(ddcu)m/\ O < oo
Q
(i) If x(—t) <0 for all t > 0 then

Exm(@) = {ue A(Q) /(—xou)(ddcu)m/\w”_m < ool
Q

4. IN A SPECIAL CASE OF ¥

In this section, we are going to consider a special condition for x:
da > 1Vt x(=2t) > ayx(—t). 4.1)
First, we recall a lemma which will be useful later.
Lemma 4.1. [30, Lemma 2] Let ¥ : R~ — R~ be an increasing function which satisfies condi-

tion (4.1). Suppose that u,v € &y ,,(Q). Then the following hold:
(1) If u <vonQQ, then

/ (=g 0v)(ddv)" A @™ < 2" max(a,2) / (—x ou)(dd u)" A ™™
Q Q
(i1) For every 0 < A < 1, we have

/(_XO()LM+(1 _)L)v))(ddc(lu—f—(l—A)V))m/\wi’l—m
Q

< 2" max(a,2) ( / (—x ou)(ddu)" A" + / (~xoV)(ddV)" A &™),
Q Q

Our first goal is to relax the pointwise convergence condition in the definition of & ,, to the
almost everywhere convergence condition as follows.

Theorem 4.2. Let y : R~ — R~ be an increasing function which satisfies condition (4.1)).
Assume that there are uj € &y ,(Q), j € N, such that uj converges almost everywhere to u as
Jj — o and

sup [ (—xou;)(dduj)™ A" ™ < oo,

j>0/Q
Then u € &y m(Q).

Proof. For every k > 1, we denote
uk(z) = supmax{u,u;} and vy = (u*)*.
J>k
11



Then, we have

(i) uk converges to u almost everywhere;
(ii) v € SH,, (Q) forall k > 1;
(ii1) vg is a decreasing sequence satisfying vy > u for every k > 1;
1) v = u* almost everywhere.
By (i) and (iv), we have klim vr = u almost everywhere. Since u and klim Vi are subharmonic
—>00 —>00
functions, we get u = ]}im Vk.
—>00
Since vy € SH,, (Q) and vy > uy, we have vy € &p,,(Q). Then, by using Lemma we
obtain

C:=sup [(—xou;)(ddu;)" No" ™™ > m J(=x0vi)(ddvi)" N,
J>0Q Q

for every k > 1.
Now, it follows from [22 Theorem 3.1] that there exists a decreasing sequence wi € &p ()N
C(Q) such that lim w;j(z) = u(z) in Q. Replacing w; by (1 — j~')w;, we can assume that
J—reo

wj(z) > u(z) for every j > 0,z € Q. Applying Lemma.T] we have, for every j,k > 0,

/ (—x ow)(ddw;)" A o' = / (g o max(ve, w;)) (dd max(ve, w;))" A &

{Vk<Wj} {Vk<Wj}

< /(—x omax (v, w;))(dd max(vi,w;))" A" ™

Q
< 2" max(a,2) / (—x o) (ddSv)™ A "
Q

<(2™max(a,2))? C.

Letting k — oo, we get,

S{(—x ow;)(ddw;)" < (2"max(a,2))*C,

for every j > 0, and so that

sup/(—x ow;)(ddw;)" N ™ < oo
J
Q

Therefore, u € & n(Q). O

As a consequence, we will see that the almost everywhere limit of a sequence of functions
of class & ,, whose bounded m—weighted energies also belongs to this class as follows.

Theorem 4.3. Let y : R~ — R~ be an increasing function which satisfies condition (4.1)).
Assume that there are u;j € &y ,(Q), j € N, such that u;j converges almost everywhere to u as
Jj — o and

sup [ (—xou;)(dduj)™ Na" ™ < oo,
j>0/Q

Then u € &y m(Q).
12



Proof. By Corollary 3.13] for each u;, there exists a sequence {u; s}y ; C &o,.(€2) such that
ujr \uj when k — +o0 and

lim [ (=xou;)(ddu; )" n@" " = / (—x ou;)(ddu;)™ A "™
—»00
Q Q

We set v; = u; ;. Then {v;} C & ,(Q), v; converges almost everywhere to u and

sup [ (—xov;)(ddv;)" N@"" < co.
j>0/Q

By Theorem4.2] we have u € & ,,(€2) as desired. O

Our last purpose is to prove the following theorem.

Theorem 4.4. Let (X,d, L) be a totally bounded metric probability space on Q and x : R™ —
R~ be an increasing function which satisfies condition (4.1). Assume that u: Q x X — [—,0)
satisfies the following properties

i, u(-,a) € & m(Q) for everya € X,

il, sup [(—xou(-,a))(ddu(-,a))" N@" ™ =M < +co,
acX Q
iii, u(z,-) is upper semicontinuous on X for every z € Q.

Then

i(2) = [ u(z.a)dp(a) € n(Q).
X

Proof. By [17, Theorem 2.6.5], it follows that the restriction of & on QMW is either plurisub-
harmonic or —eo for every (n — m+ 1)-dimensional subspace W of C", so that i € SH,, () or
= —oo,

Since X is totally bounded, we can divide X into a finite pairwise disjoint collection of sets of
diameter at most % Since each set of this collection is also totally bounded, we can divide it into
a finite pairwise disjoint collection of sets of diameter at most }l. By repeating this procedure,
for each j € N, we can divide X into a finite pairwise disjoint collection {Uk’ }km; | such that
dU]) = supxjyeUlg{Hx—yH} < % for every 1 < k < m;j, and there exist natural numbers 0 =

Pjo <pj1<pj2<..<pjm_, <mjsuch that, fork € {1,2,...,m;},

Pjk |
Jj_ J+
o- U u
K=pji_1+1
For j € N, we define
mj .
uj(z) = Z p(Ul) sup u(z,a) and d; = ;.
k=1 aEUIg

We first claim that i; € &, (€2) for every j. We observe that ii; € SH,, (Q) for every j € N. Fix
Jj € N, we choose arbitrarily a; € U} for every k € {1,...,m;}. Then ii; > Z{ n(Uu(- ax) €
k=1

6o.m(Q), and hence i € &, (L), as claimed.
13



Next, we claim that ii; ~\ ii. To do this, we first show that u; “\, #. Indeed, we observe that

Pjk ,
Z e ( UJ ) sup u(z,a) Z ( Z u(Ulg,H) sup u(z,a))
=1 aEUJ K=pjj-1+1 aEU,f
Pjk o
> Z( Y ouwwlth sup u(z,a)>
K=pji-1+1 aEUIZ,+l

Mj+1 1
— Z ‘u(UlgfL ) sup u(z,a)

k=1 acU’"
- uH-l(Z)v

and
mj m,
@) = [ ¥ 1@ s uza)du(@ > [ Y1, @tz a)dula) = (),

¥ k=1 k acUj} y k=1 k

where 1 ; is the characteristic function of U,g . Also, by the upper semicontinuity of u(z,-), it
k
follows that

u(z,a) > lim < sup u(z,b)) > lim Z 1,,i(a) sup u(z,a),
k

(o} _: %oo
= |b—a|<27 J aGUk

and then, by Fatou’s lemma, we obtain

i(z) = / (z,a)du(a) > lim Z /]lU, sup u(z,a)dp(a) = lim u;(z).

—)oo —> 00
X J aGUJ J

Therefore, u; \, ii. Since u; = ii; almost everywhere, then ii; “\, 7 almost everywhere. Then, by

the fact that lim 7; is either plurisubharmonic or identically —oo, we have ii; ~\, @i everywhere,
Jreo

as claimed.
Finally, we claim that:

sup [ (—xoi;)(ddi;)" N@" ™" < oo
jENQ

Indeed, by Lemma (.1l part (i), it follows that

/(—x o)) (ddCE;)" A "™
Q

§2mmax(a,2)/( X0 Z[.L (U] )u zak)))<ddc Z/.L u(z, ak)))m/\a)”’m.

Q
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mj .
Then by Lemma B.T] part (i), and the fact that Y, p(U]) = 1, we obtain, for every j € N,
k=1

[xom @i na

Q
< 2% max(a®, 4 %’/ — xou(z, ak)) (dd ( (z, ak))>m/\a)"—m
k=19

< 22" max(a?,4)M

which proves our claim.
We have proved that {ii;} C & ,,(Q), ii; “\ @ and

sup [ (—x od;)(ddi;)"™ A" ™ < oo,
jENQ

Then, by the definition of class &y ,, it follows that i € é"xm(Q) (and, as a consequence,
il # —o0), as desired. OJ
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