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Abstract. The degree excess function ε(I;n) is the difference between the maximal

generating degree d(In) of a homogeneous ideal I of a polynomial ring and p(I)n,

where p(I) is the leading coefficient of the asymptotically linear function d(In). It is

shown that any non-increasing numerical function can be realized as a degree excess

function, and there is a monomial ideal I whose ε(I;n) has exactly a given number of

local maxima. In the case of monomial ideals, an upper bound on ε(I;n) is provided.

As an application it is shown that in the worst case, the so-called stability index

of the Castelnuovo-Mumford regularity of a monomial ideal I must be at least an

exponential function of the number of variables.

Introduction

In this paper we study the maximal generating degree d(In) of powers of a homo-

geneous ideal I of a polynomial R = K[X1, ..., Xs] of s variables over a field K. It

is a trivial fact that this function is bounded by d(I)n, but it is not obvious that

d(In) = p(I)n + c(I) for some p(I) > 0 and c(I) ≥ 0, when n � 0. This fact was

established in [5, Theorem 3.1]. It is natural to ask how is the initial behavior of this

function and when does this function become stable? Some recent results are related

to this kind of problems. A comparison on the numbers of generators µ(I) and µ(I2)

of I and I2, respectively, in [8] leads to the study of the initial behavior of the function

µ(In). A somewhat surprising result says that given a number q there is a monomial

ideal I with the property that the function which describes the number of generators of

In has at least q local maxima, see [1]. It is even more surprising, that a conjecture of

Herzog and Hibi is recently proved in [7], which states that the function depth(R/In)

can be any convergent numerical function. The study of the maximal generating degree

function d(In) of integral closures of a monomial ideal I is carried out in [11]. The

readers may consult the survey paper [9] for other related problems and an extended

list of references.

Back to the maximal generating degrees, since d(In) ≥ p(I)n by [14, Proposition 4], it

is equivalent to pose the above questions on the function ε(I;n) = d(In)−p(I)n, which

is called the degree excess function of I in this paper. Due to some obvious restrictions

(see Lemma 1.3), not any convergent numerical function can be realized as a degree

excess function. For an example, when n is bigger than the so-called reduction number

r(I) (see (1.2) for the definition), this function must be non-increasing. However, in
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this paper, we show that in general degree excess functions could be quite complicate.

After showing that any non-increasing numerical function can be realized as a degree

excess function (Theorem 1.9), we show that there is an ideal that has exactly a given

number of local maxima (Theorem 1.10). Moreover these ideals can be taken to be

monomial.

In the case of monomial ideals we also give an effective way to compute the number

p(I) mentioned above. It is the maximal length of vertices of the Newton polyhedron

associated to I (see Theorem 2.4(i)). This is achieved by using a technique from Linear

Programming. Thank to it we are able to give upper bounds for r(I) and c(I) in terms

of generating degrees and the number of generators, see Theorem 2.4. These bounds

are close to be sharp (see Proposition 2.6), where we also show that in the worst

case, the stability index gstab(I) of maximal generating degree (see (1.3) for the exact

definition) of a monomial ideal I should be at least a function of d(I) with the number

of variables in the exponent.

Our study of degree excess functions leads to some interesting consequences on the

Castelnuovo-Mumford regularities reg(In) of In. It was independently proved in [5]

and [14], that reg(In) = p(I)n + e(I) for some e(I) ≥ 0 and all n � 0. It is an open

problem to bound e(I) and the so-called index of stability reg-stab(I) (see (2.10) for the

definition), even in the case of monomial ideals, see, e.g. [2, 4, 6]. We show that even

in the case of monomial ideals, in the worst case, the invariants e(I) and reg-stab(I)

should be at least exponential functions of the number of variables (Theorem 2.8). This

could be a reason why the study of e(I) and reg-stab(I) is so hard.

The paper has two sections. In Section 1, we construct some simple degree excess

functions. Then, using a quite simple observation to combine them (Lemma 1.8), we

are able to construct monomial ideals satisfying Theorem 1.9 and Theorem 1.10. In

Section 2, we first use a geometric object, the Newton polyhedron, to determine p(I)

and to give bounds on r(I) and on ε(I;n) (Theorem 2.4). Then we construct monomial

ideals to show that these bounds are close to be sharp. We conclude the paper with

the proof of Theorem 2.8.

1. Degree excess function

The symbols Z, N, Q, R and R+ denote the sets of integers, non-negative inte-

gers, rationals, real numbers and non-negative real numbers, respectively. Let R :=

K[X1, ..., Xs] be a polynomial ring over a field K and m := (X1, ..., Xs). Consider the

standard grading in R, that is deg(Xi) = 1 for all i = 1, ..., r. Given a vector α ∈ Nr

we write Xα := Xα1
1 · · ·Xαr

r . Then deg(Xα) = |α| = α1 + · · ·+αr. Let I ⊂ R be a ho-

mogeneous non-zero ideal, which is minimally generated by homogeneous polynomials

{f1, ..., ft}. The number

d(I) = max{deg(f1), ..., deg(ft)}

is called the maximal generating degree of I.

Kodiyalam’s construction: Let

p(I) := max{deg(fi)| fni 6∈ mIn for all n ≥ 1, i ≤ t},
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and

J = (fi| deg(fi) ≤ p(I), i ≤ t) = (I≤p(I)),

where I≤q denotes the set of all homogeneous elements of I of degrees at most q. Then

J is a reduction of I, i.e., In = JIn−1 for n� 0.

The following result of Cutkosky-Herzog-Trung and Kodiyalam is a starting point of

our study.

Lemma 1.1. ([14, Corollary 3 and Proposition 4] and [5, Theorem 3.1]). Let I be a

non-zero proper homogeneous ideal of R. Then

(i) There is q(I) ≥ 0 such that

(1.1) p(I)n ≤ d(In) ≤ p(I)n+ q(I) for all n ≥ 1.

(ii) There is q0(I) ≥ 0 such that d(In) = p(I)n+ q0(I) for all n� 0.

Because of this lemma, we can make the following definition:

Definition 1.2. We call ε(I;n) = d(In)− p(I)n ≥ 0 the degree excess function of I.

If p(I) = d(I), then ε(I;n) = 0 for all n. However, in the general case, ε(I;n) could

be quite complicate.

Recall that the reduction number of I w.r.t. a reduction J ′ is defined by

rJ ′(I) = min{n ≥ 0| In+1 = J ′In}.

In this paper we set

(1.2) r(I) := rJ(I),

where J is the minimal reduction in the Kodiyalam’s construction. Note that I has

many reductions. In the literature, r(I) usually means the least number among the

reduction numbers with respect to the so-called minimal reductions. This is not the

case here, and r(I) in the above definition is in general much smaller than the usual

one.

Below are some elementary properties of a degree excess function.

Lemma 1.3. Let J be as above and r(I) the reduction number of I w.r.t. J . Then

(i) ε(I;n) is non-increasing for n ≥ r(I) and is a constant for n� 0.

(ii) ε(I;n) ≤ min{n, r(I)}(d(I)− p(I)) for all n ≥ 1.

(iii) For all n ≤ r(I), ε(I;n) ≥ n.

(iv) For all m ≤ n, nε(I;m) ≥ mε(I;n).

Proof. The fact that ε(I;n) is a constant for n� 0 is a consequence of Lemma 1.1(ii).

The rest of (i) and (ii) follows from the equality In = Jn−r(I)Ir(I) for all n ≥ r(I) + 1

and d(J) = p(I).

(iii) Let f ∈ In\JIn−1 be a minimal generator of In. One can write f =
∑

k fk1 · · · fkngk,
where fki ∈ {f1, ..., ft} for all k, i, gk is a homogeneous polynomial and deg(fk1) ≥ · · · ≥
deg(fkn). Since f 6∈ JIn−1 there is k such that deg(fk1), ..., deg(fkn) > p(I). Then

d(In) ≥ deg(f) ≥ deg(fk1) + · · ·+ deg(fkn) ≥ n(p(I) + 1),

which implies ε(I;n) ≥ n.
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(iv) Let f ∈ In be a minimal generator such that deg(f) = d(In). As above we

write f =
∑

k fk1 · · · fkngk, where fki ∈ {f1, ..., ft} for all k, i, gk is a homogeneous

polynomial and deg(fk1) ≥ · · · ≥ deg(fkn). Since f is a minimal generator, there is k

such that gk = 1 and for all m < n, fk1 · · · fkm is a minimal generator of Im. Hence

n[p(I)m+ ε(I;m)] = nd(Im) ≥ n[deg(fk1) + · · ·+ deg(fkm)]

≥ m[deg(fk1) + · · ·+ deg(fkn)] = m deg(f)

= md(In) = m[p(I)n+ ε(I;n)],

which yields nε(I;m) ≥ mε(I;n). �

In order to understand the degree excess functions, the following questions/ problems

are quite natural to ask for.

Problems. 1. Characterize degree excess functions. In particular, how many local

maxima can the function ε(I;n) have?

2. When does ε(I;n) become a constant, or equivalently give a bound on the index

of stability of the maximal generating degree defined by

(1.3) gstab(I) = min{n0| ε(I;n) = ε(I;n0) for all n ≥ n0}.

3. Give a bound on r(I).

In the rest of paper we give some partial solutions to these problems. Note that

Vasconcelos already showed that for any homogeneous ideal of R there is a bound on

any reduction number, but this bound is a non-elementary function with four levels of

exponentiation (see [16, Proposition 2.3]). We believe that for the reduction number

r(I) in (1.2) the bound should be much smaller. However, even in the case of monomial

ideals, the bound in the worst case should be at least an exponential function, see

Proposition 2.6.

In the sequel we mainly consider monomial ideals. Recall that a monomial ideal of R

is an ideal generated by monomials. If I is a monomial ideal, I has the unique minimal

generating system consisting of monomials which is denoted by G(I). An element of

G(I) is called a (monomial) minimal generator of I.

Notation. We often consider the following special monomials in two variables:

mi = Xp−i
1 X i

2, where p ≥ 4, 0 ≤ i ≤ p.

Of course, these monomials depend on the exponent p. However, this number is clearly

given in the context, so that we omit it for the sake of simplicity.

Remark 1.4. Assume that a monomial ideal a is a reduction of I and f ∈ R is a

monomial such that I = (a, f). Then

ra(I) = min{t ≥ 1| f t ∈ at} − 1.

The following result shows that the bounds in Lemma 1.3 are sharp.

Lemma 1.5. Given p ≥ 4 and 2 ≤ a ≤ p− 2 such that p− 1 is not divisible by a. Let

Jp,a := (m0,mp,mp−1, X
p−1
1 Xa

2 ) ⊂ K[X1, X2].
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Then r(Jp,a) = r := bp−1
a
c and

ε(Jp,a;n) =

{
n(a− 1) if 1 ≤ n ≤ r − 1,

r(a− 1) if n ≥ r.

Proof. (i) For short, we set m = Xp−1
1 Xa

2 , I = Jp,a and J = (m0,mp,mp−1). Then J is

the reduction of I in the Kodiyalam’s construction, and p(I) = p.

Note that r + 1 > p/a, whence (r + 1)a > p, or equivalently (r + 1)a− p > 0. Since

a ≥ 2, p ≥ r + 1. Hence

mr+1 = X
(r+1)(p−1)
1 X

(r+1)a
2 = Xrp

1 X
p
2X

p−(r+1)
1 X

(r+1)a−p
2

= m0m
r
pX

p−(r+1)
1 X

(r+1)a−p
2 ∈ Jr+1.

By Remark 1.4, r(I) ≤ r, and

(1.4) d(In) ≤ d(Jn−r) + d(Ir) ≤ np+ r(a− 1) for all n ≥ r.

(ii) Further, assume that mt ∈ J t for some 0 < t ≤ r. Then mt = m′mα0
0 m

αp
p m

αp−1

p−1
for a monomial m′ and some non-negative integers αi such that α0 + αp + αp−1 = t.

Looking at the exponents of X1 on both sides, we get (p− 1)t ≥ pα0, whence α0 < t.

Hence αp + αp−1 ≥ 1. Looking at the exponents of X2, we now obtain

(1.5) at ≥ pαp + (p− 1)αp−1 ≥ (p− 1)(αp + αp−1) ≥ p− 1.

Since p− 1 is not divisible by a, r < (p− 1)/a, whence ar < p− 1. Hence p− 1 > ar ≥
at ≥ p− 1, a contradiction. Thus,

(1.6) mt 6∈ J t for all 0 < t ≤ r.

By Remark 1.4 this implies r(I) ≥ r, which then yields r(I) = r.

(iii) Now let t ≤ r and n ≥ t. Assume that mtmn−t
0 ∈ mIn. Then one can write

mtmn−t
0 = m′mα0

0 m
αp
p m

αp−1

p−1 m
α,

where m′ 6= 1 is a monomial and α+α0 +αp +αp−1 = n. Comparing the total degrees

in both sides we must have α < t. Therefore

mumn−t
0 = m′mα0

0 m
αp
p m

αp−1

p−1 ,

where 1 ≤ u := t−α ≤ r. By virtue of (1.6), α0 < n− t. Set v = n− t−α0 > 0. Then

mumv
0 = m′mαp

p m
αp−1

p−1 ,

where αp + αp−1 = u + v. Comparing the exponents of X2 in both sides, we get

au ≥ αpp + αp−1(p − 1) ≥ (p − 1)(αp + αp−1). Since au ≤ ar < p − 1, we must have

αp = αp−1 = 0. Then u+ v = 0, a contradiction.

Summing up, we have shown that mtmn−t
0 is a minimal generator of In. Therefore

d(In) ≥ t(p+a−1)+(n−t)p = np+t(a−1). Since d(I t) ≤ t(p+a−1) for all t, together

with (1.4), this implies d(I t) = tp + t(a − 1) for all t ≤ r and d(In) = np + r(a − 1)

for all n ≥ r, or equivalently ε(I;n) = n(a − 1) for n ≤ r and ε(I;n) = r(a − 1) for

n ≥ r. �

The following result is a folklore. We give a proof for the sake of completeness.
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Lemma 1.6. For given p ≥ 4 and 2 ≤ i ≤ bp/2c, let

Ip = (m0,mp,m1,mp−1), and

Ip,i,0 = (m0,mp,m1,mp−1,mi),

be two ideals of K[X1, X2]. Then

(i) For all n ≥ p− 2,

(Ip,i,0)
n = (Ip)

n = (Xα| |α| = pn).

(ii) For all u ≤ i− 2 and v ≤ p− i− 2 we have mim
u
0m

v
p 6∈ (Ip)

1+u+v.

(iii) mt
i 6∈ I tp for all 1 ≤ t < p−1

i
.

Proof. (i) Clearly

(Ip)
n ⊆ (Ip,i,0)

n ⊆ (Xα| |α| = pn).

We first prove the reverse inclusions in the case n = p − 2. Let α1, α2 ∈ N such that

α1 + α2 = p(p− 2). Let α1 = ap+ j, where 0 ≤ j < p and a ≤ p− 2. If j ≤ p− a− 2,

then p− 2− a− j ≥ 0, and

Xα1
1 Xα2

2 = (X1X
p−1
2 )j(Xp

1 )a(Xp
2 )p−2−a−j

= mj
p−1m

a
0m

p−2−a−j
p ∈ (Ip)

p−2.

Assume that j ≥ p− a− 1. Then a ≤ p− 3, a+ j + 1− p ≥ 0 and

Xα1
1 Xα2

2 = mp−j
1 ma+j+1−p

0 mp−3−a
p ∈ (Ip)

p−2.

In both cases Xα1
1 Xα2

2 ∈ (Ip)
p−2, which yields (Xα| |α| = p(p− 2)) ⊆ (Ip)

p−2, whence

(Ip)
p−2 = (Ip,i,0)

p−2 = (Xα| |α| = p(p− 2)).

For n > p− 2, by induction we have

(Xα| |α| = pn) = (Xp
1 , X

p
2 )(Xα| |α| = p(n− 1)) = (m0,mp)(Ip)

n−1 ⊆ (Ip)
n.

This implies (i).

(ii) Let u ≤ i− 2 and v ≤ p− i− 2. Assume that

(1.7) mim
u
0m

v
p = mα0

0 m
αp
p m

α1
1 m

αp−1

p−1 , α0 + α1 + αp + αp−1 = 1 + u+ v.

Note that αk ≤ p− 3 for all k = 0, 1, p, p− 1. Comparing the exponents of X1 and X2

in both sides of the above equality, we get

p− i+ pu = α0p+ α1(p− 1) + αp−1 = (α0 + α1)p+ αp−1 − α1,(1.8)

i+ pv = α1 + αp−1(p− 1) + αpp = (αp + αp−1)p+ α1 − αp−1.(1.9)

Case 1. α1 ≥ αp−1. Since α1 < p, from (1.9) it follows that α1 − αp−1 = i. In

particular α1 ≥ i. Then (1.8) gives i− 1 ≥ u+ 1 = α0 + α1 ≥ i, a contradiction.

Case 2. α1 < αp−1. Then, by (1.8) αp−1 − α1 = p− i, whence αp−1 ≥ p− i, and by

(1.9), p− i− 2 ≥ v = αp + αp−1 − 1 ≥ p− i− 1, a contradiction.

Summing up, (1.7) cannot happen.

(iii) The proof of this is similar to the proof of Lemma 1.5. �
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By Lemma 1.3(i), ε(I;n) is non-increasing for n ≥ r(I). One may expect that after

r(I), the function ε(I;n) becomes stable (i.e., equals a constant) very soon. However,

using the above result we can now construct ideals I with small reduction number r(I)

and big index of stability gstab(I). It shows that, in general, the reduction number r(I)

and the number of variables are not enough to bound gstab(I). A bound on gstab(I)

must depend on the generating degrees of I. The fact that r(Ip,2,a) = dp−1
2
e − 1 was

pointed out by the referee.

Lemma 1.7. Given p ≥ 4, 2 ≤ i ≤ bp/2c and a ≥ 1. Let

Ip,i,a = (m0,mp,m1,mp−1,miX
a
3 ) ⊂ K[X1, X2, X3].

Then Ip = (m0,mp,m1,mp−1) is a reduction of Ip,i,a, and

(i) r(Ip,i,a) ≥ dp−1i e − 1. The equality holds if i = 2.

(ii) ε(Ip,i,a;n) = an for 1 ≤ n ≤ dp−1
i
e − 1 and ε(Ip,i,a;n) = 0 for n ≥ p− 2.

(iii) (The case i = bp/2c): r(Ip,bp/2c,a) = 1, and

ε(Ip,bp/2c,a;n) =

{
a if 1 ≤ n ≤ p− 3,

0 if n ≥ p− 2.

Proof. The fact that Ip = (m0,mp,m1,mp−1) is a reduction of Ip,i,a in the Kodiyalam’s

construction is clear. Hence p(Ip,i,a) = p.

(i) Assume that (miX
a
3 )t ∈ (Ip)

t for some t ≥ 1. Since no generator of Ip contains X3,

mt
i ∈ (Ip)

t. By Lemma 1.6(iii), t ≥ p−1
i

, whence t ≥ dp−1
i
e. Since Ip,i,a = (Ip,miX

a
3 ),

by Remark 1.4, r(Ip,i,a) ≥ dp−1i e − 1.

Let i = 2. If p = 2q, then mq
2 = X

q(2q−2)
1 X2q

2 = mq−1
0 mp. If p = 2q + 1, then

mq
2 = X

q(2q−1)
1 X2q

2 = mq−1
0 mp−1. In both cases mq

2 ∈ Iqp . By Remark 1.4, r(Ip,2,a) ≤
q = dp−1

2
e − 1, whence r(Ip,2,a) = dp−1

2
e − 1.

(ii) Assume that n ≥ p− 2. By Lemma 1.6(i) we have

(Ip)
n ⊆ (Ip,i,a)

n ⊆ (Ip,i,0)
n = (Ip)

n.

Here we consider the ideals Ip and Ip,i,0 defined in Lemma 1.6 as ideals in K[X1, X2, X3].

Hence (Ip,i,a)
n = (Ip)

n, which yields d((Ip,i,a)
n) = d((Ip)

n) = pn, or equivalently

ε(Ip,i,a;n) = 0 for all n ≥ p− 2.

Further, let t ≤ dp−1
i
e − 1. Assume that (miX

a
3 )t ∈ m(Ip,i,a)

t. Then

(miX
a
3 )t = m′mα0

0 m
αp
p m

α1
1 m

αp−1

p−1 (miX
a
3 )α,

for some α, αi ∈ N such that α0 + αp + α1 + αp−1 + α = t and m′ 6= 1 is a monomial.

Comparing the total degrees in both sides we must have α < t. But then mt−α
i ∈

(Ip)
t−α, which is impossible by Lemma 1.6(iii). Hence (miX

a
3 )t is a minimal generator

of (Ip,i,a)
t, which yields ε(Ip,i,a; t) ≥ at, whence ε(Ip,i,a; t) = at.

(iii) Let p = 2q + ε, ε = 0, 1. This means q = bp/2c. Since

(mqX
a
3 )2 = X

2(q+ε)
1 X2q

2 X
2a
3 =

{
m0mpX

2a
3 if ε = 0,

m0mp−1X
2a
3 if ε = 1,
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(mqX
a
3 )2 ∈ (Ip)

2. Hence (Ip,q,a)
n = (Ip)

n−1Ip,q,a for all n ≥ 2. This means Ip is a

reduction of Ip,q,a and r(Ip,q,a) = 1. This also implies

(1.10) d((Ip,q,a)
n) ≤ p(n− 1) + p+ a = pn+ a.

Let u ≤ q− 2 and v ≤ p− q− 2. Assume that (mqX
a
3 )mu

0m
v
p ∈ m(Ip,q,a)

1+u+v. Then

(1.11) (mqX
a
3 )mu

0m
v
p = m′mα0

0 m
αp
p m

α1
1 m

αp−1

p−1 (mqX
a
3 )αq ,

where 1 6= m′ is a monomial of K[X1, X2, X3], αi ∈ N and α0 + αp + α1 + αp−1 + αq =

1 + u + v. A comparison of the total degrees in two sides gives αq = 0, and (1.11)

becomes

mqm
u
0m

v
p = m”mα0

0 m
αp
p m

α1
1 m

αp−1

p−1 ∈ (Ip)
1+u+v,

which is impossible by virtue of Lemma 1.6(ii). This says that (mqX
a
3 )mu

0m
v
p is a

minimal generator of (Ip,q,a)
1+u+v, whence d((Ip,q,a)

n) ≥ pn+ a for all n ≤ 1 + q − 2 +

p−q−2 = p−3. Together with (1.10), we get d((Ip,qa)
n) = pn+a, and so ε(Ip,qa;n) = a

for all n ≤ p− 3. �

Using the following simple observation and the ideals in Lemmas 1.5 and 1.7, one

can construct ideals with more complicate degree excess functions. The following proof

is suggested by the referee, which is much simpler than the original one.

Lemma 1.8. Let I ⊂ K[X] and J ⊂ K[Y] be non-zero proper homogeneous ideals,

where X and Y are disjoint sets of variables. Assume that {f1, ..., ft} ⊂ K[X] and

{g1, ..., gu} ⊂ K[Y] are homogeneous polynomials which form minimal bases of I and

J , respectively. Then the set {figj| i = 1, ..., t; j = 1, ..., u} forms a minimal basis of

the product (IJ) := IJK[X,Y]. It implies that the degree excess functions has the

following property

ε(IJ ;n) = ε(I;n) + ε(J ;n).

Proof. Applying the first claim to In and Jn for all n we immediately get d((IJ)n) =

d(In) + d(Jn), which then implies ε(IJ ;n) = ε(I;n) + ε(J ;n).

In order to prove the first claim, denote m = (X), n = (Y) and T = K[X,Y]. Note

that

I

mI
⊗K

J

nJ
∼=

I ⊗K J
I ⊗K (nJ) + (mI)⊗K J

∼=
IJ

InJ + mIJ
=

IJ

(mT + nT )IJ
.

Therefore µ(IJ) = µ(I)µ(J), where µ(.) denotes the minimal number of generators.

Since the set {figj| i = 1, ..., t; j = 1, ..., u} generates IJ , it must be a minimal basis of

IJ . �

The following two results say that a degree excess function could be quite complicate.

Theorem 1.9. Let f : N → N be any non-increasing function. Then there is a

monomial ideal I such that ε(I;n) = f(n) for all n ≥ 1.
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Proof. Assume that

f(n) =



d1 if 1 = n1 ≤ n < n2,

d2 if n2 ≤ n < n3,

...

dk−1 if nk−1 ≤ n < nk,

dk if n ≥ nk,

where d1 > d2 > · · · > dk and 1 = n1 < n2 < · · · < nk. If k = 1 we may assume that

d1 > 0. Then the ideal I = Jd1+3,d1+1 defined in Lemma 1.5 has ε(I, n) = d1 for all

n ≥ r(I) = b(d1 + 2)/(d1 + 1)c = 1 = n1.

Let k ≥ 2. Set pi = ni+1 + 2 and ai = di − di+1 ≥ 1, where i = 1, ..., k − 1.

Consider the ideals Ipi,bpi/2c,ai of the ring K[X(i)] := K[Xi1, Xi2, Xi3] defined in Lemma

1.7, where X(1), ...,X(k−1) are disjoint sets of variables. Let

I =
k−1∏
i=1

Ipi,bpi/2c,ai ⊂ K[X(1), ...,X(k−1)].

Assume that nj ≤ n < nj+1 for some j = 1, ..., k, where nk+1 := ∞. If i ≤ j − 1,

then pi − 2 = ni+1 ≤ nj ≤ n. By Lemma 1.7, ε(Ipi,bpi/2c,ai ;n) = 0. If i ≥ j, then

pi − 2 = ni+1 ≥ nj+1 > n. By Lemma 1.7, ε(Ipi,bpi/2c,ai ;n) = ai. Therefore, by Lemma

1.8,

ε(I;n) =
∑k−1

i=1 ε(Ipi,bpi/2c,ai ;n) = aj + aj+1 + · · ·+ ak−1
= (dj − dj+1) + (dj+1 − dj+2) + · · ·+ (dk−1 − dk) = dj − dk.

Thus, ε(I;n) = f(n) − dk for all n ≥ 1. If dk = 0 then we are done. If dk > 0, we set

I ′ = IJ ⊂ K[X(1), ...,X(k)], where J = Jdk+3,dk+1 is the ideal of K[X(k) := K[Xk1, Xk2]

defined in Lemma 1.5. By this lemma, r(J) = 1 and ε(J ;n) = dk for all n ≥ 1. Using

again Lemma 1.8, we then get

ε(I ′;n) = ε(I;n) + ε(J ;n) = f(n)− dk + dk = f(n),

for all n ≥ 1. �

Remark. If r(I) = 0, then ε(I;n) = 0 for all n ≥ 1. If r(I) = 1, by Lemma 1.3, ε(I;n)

is non-increasing for all n. Both ideals I and I ′ in the proof of the above theorem have

reduction number one. So Theorem 1.9 implies that a numerical function f : N → N
is a degree excess functions of a homogeneous ideal I with r(I) = 1 if and only if it is

non-increasing.

In Lemma 1.5 we already construct ideals with a non-decreasing degree excess func-

tion. Combining this lemma with Lemma 1.8, one can construct ideals with more

complicate non-decreasing degree excess functions. However, unlike the case of non-

increasing functions, due to the restriction given in Lemma 1.3(iv), not any convergent

non-decreasing function could be realized as a degree excess function (of a homogeneous

ideal). For an example, if f(n) = 1 and f(n+ 1) > 1 for some n ≥ 2, then f(n) cannot

be a degree excess function. However, the following result says that the degree excess

function could get local maxima at any given collection of positions. Here, a numerical

function f : N → Z is said to have a local maxima at n ≥ 2 if f(n) > f(n − 1)
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and f(n) > f(n + 1). It is of interest to mention that, inspired of the comparison of

numbers of generators of I and I2 in [8], it was shown in [1] that given a number q

there is a monomial ideal I with the property that the function which describes the

number of generators of In has at least q local maxima.

Theorem 1.10. Given any sequence of positive numbers 2 ≤ n1 < n2 < · · · < nk
(k ≥ 1) such that ni+1 − ni ≥ 2. Then there is a monomial ideal such that its degree

excess function gets local maxima exactly at points of the set {n1, ..., nk}.

Proof. Let J = J2(nk+2),2 be the ideal of K[Y1, Y2] defined in Lemma 1.5. Then r(J) =

b(2nk + 3)/2c = nk + 1, and

ε(J ;n) =

{
n if n ≤ nk,

nk + 1 if n ≥ nk + 1.

Consider the following function

f(n) = 2(k + 1− i) if ni−1 < n ≤ ni, (i = 1, ..., k + 1),

where we set n0 = 0 and nk+1 := ∞. By Theorem 1.9, there is a monomial ideal

I ⊂ K[X1, ..., Xs] such that ε(I;n) = f(n) for all n ≥ 1. Consider the product

IJ ⊂ K[X1, ..., Xs, Y1, Y2]. By Lemma 1.8, we have

ε(IJ ;ni) = f(ni) + ε(J, ni) = 2(k + 1− i) + ni = 2(k − i) + ni + 2,

ε(IJ ;ni − 1) = f(ni − 1) + ε(J, ni − 1) = 2(k + 1− i) + ni − 1 = 2(k − i) + ni + 1,

ε(IJ ;ni + 1) = f(ni + 1) + ε(J, ni + 1) = 2(k + 1− i− 1) + ni + 1 = 2(k − i) + ni + 1,

for any i = 1, ..., k. Thus, ni is a local maximum point of ε(IJ ;n). Since f(n) is

a constant and ε(J ;n) is non-decreasing in any interval ni−1 < n < ni, where i =

1, ..., k + 1, there is no other local maximum points of ε(IJ ;n). �

Remark. In the proof of Theorem 1.10, if instead of J2(nk+2),2 we take J = I2nk+4,2,1

defined in Lemma 1.7, then by Lemma 1.7 and Lemma 1.3(i), we get

ε(J ;n) =


n if n ≤ nk + 1,

non-increasing for nk + 1 ≤ n ≤ 2nk + 1,

0 if n ≥ 2nk + 2.

With the same choice of I, then ε(IJ ;n) gets local maxima at points {n1, ..., nk}.
This degree excess function has a given number of local maxima and drops to 0 when

n� 0, while the one in the proof of Theorem 1.10 has a big limit value.

2. Maximal generating degrees of powers of a monomial ideal

In this section we consider powers of monomial ideals. Using a geometric inter-

pretation, we give an explicit way to compute the coefficient p(I) in the Kodiyalam’s

construction. Moreover we can give a bound on the reduction number r(I).

For a subset A ⊆ R, the exponent set of A is E(A) := {α | Xα ∈ A} ⊆ Ns. Recall

that the Newton polyhedron of a monomial ideal I is NP (I) := conv(E(I)), the convex
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hull of the exponent set of I in the space Rs. If G(I) = {Xα1 , ...,Xαt} is the set of

minimal generating monomials of I, then E(G(I)) = {α1, ...,αt} and

NP (I) := conv(α1, ...,αt) + Rs
+.

A useful property of NP (I) is that it is a pointed polyhedron, that is NP (I) contains

no non-trivial linear subspace of Rs. Hence each minimal face of NP (I) consists of just

one point which is called a vertex of NP (I). The set of vertices of NP (I), denoted by

V (I), is uniquely defined by NP (I) and is a subset of E(G(I)). The decomposition

theorem of polyhedra says that

(2.1) NP (I) = conv(V (I)) + Rs
+,

(see, e.g., (29) on p. 106 in [15]). Algebraically, V (I) is the minimal subset of E(G(I))

satisfying the equation (2.1). In the sequel, the unit vectors of Rs are denoted by

e1, ..., es.

Example 2.1. Let I = (X2
1 , X

3
2 , X1X

2
2X3). Since

(1, 2, 3) =
1

2
(2, 0, 0) +

1

2
(0, 3, 0) +

1

2
e2 + e3,

V (I) = {(2, 0, 0), (0, 3, 0)}, while E(G(I)) = {(2, 0, 0), (0, 3, 0), (1, 2, 1)}. The presen-

tation of (1, 2, 3) in conv(V (I)) + Rs
+ is not unique. For an example, here is another

presentation:

(1, 2, 3) =
1

3
(2, 0, 0) +

2

3
(0, 3, 0) +

1

3
e1 + e3.

The set V (I) was used in [11] to study the maximal generating degrees of the integral

closure In of In. We set

δ(I) = max{|v|| v ∈ V (I)}.
In [11] it is shown that d(In) = δ(I)n+ c for all n� 0, where c ∈ N is a constant. We

now show that like the case of integral closures, this number δ(I) is exactly p(I).

Since NP (In) = nNP (I), the set of vertices of NP (In) is the set of n-multiples of

vertices of V (I), i.e. V (In) = nV (I). On the other hand, by the definition, V (In) ⊆
E(G(In)). Hence

Lemma 2.2. For all n > 0, d(In) ≥ δ(I)n.

We need the following technical result from Linear Programming.

Lemma 2.3. Let U be a finite subset of non-negative integral vectors in Ns of lengths

at most δ and v ∈ Ns. Assume that v ∈ conv(U) + Rs
+. Then one can find a positive

integer N ≤ ss/2δs, non-negative integers α1, ..., αm, β1, ..., βs and vectors u1, ...,um ∈ U
such that

∑
αi = N and

Nv =
m∑
i=1

αiui +
s∑
j=1

βjej.

Proof. By Carathéodory’s Theorem, one can find m ≤ s+ 1 points u1, ...,um ∈ U and

non-negative numbers α′1, ..., α
′
m, β

′
1, ..., β

′
s such that

∑
α′i = 1, and

(2.2) v =
m∑
i=1

α′iui +
s∑
j=1

β′jej.
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Consider the following system of linear constrains

(2.3)



(u11 − um1)x1 + · · ·+ (u(m−1)1 − um1)xm−1 + y1 = v1,

· · ·
(u1s − ums)x1 + · · ·+ (u(m−1)s − ums)xm−1 + ys = vs,

x1 + · · ·+ xm−1 ≤ 1,

x1, ..., xm−1, y1, ..., ys ≥ 0.

Then α′1, ..., α
′
m−1, β

′
1, ..., β

′
s is a feasible solution of the system (2.3). Note that α′1, ..., α

′
m−1

is a feasible solution of the following system of linear constrains of m− 1 variables:

(2.4)



(u11 − um1)x1 + · · ·+ (u(m−1)1 − um1)xm−1 ≤ v1,

· · ·
(u1s − ums)x1 + · · ·+ (u(m−1)s − ums)xm−1 ≤ vs,

x1 + · · ·+ xm−1 ≤ 1,

x1, ..., xm−1 ≥ 0.

Conversely, if α′1, ..., α
′
m−1 is a feasible solution of (2.4), then α′1, ..., α

′
m−1, β

′
1, ..., β

′
s is

a solution of (2.3), where β′j = vj − [(u1j − umj)α′1 + · · · + (u(m−1)j − umj)α′m−1], and

the numbers α′1, ..., α
′
m−1, α

′
m, β

′
1, ..., β

′
s satisfy the relation (2.2), where α′m = 1− (α′1 +

· · ·+ α′m−1).

Let P ⊂ Rm−1
+ be the set of solutions of (2.4). By virtue of (2.2), P is a non-empty

pointed polyhedron. Let α∗ = (α∗1, ..., α
∗
m−1) be a vertex of P . By a result of Hoffman

and Kruskal [13] (see also, e.g., [15, Theorem 8.4]), one may assume that α∗ is the

unique solution of a system of m − 1 equations Ax = b for some subsystem Ax ≤ b

of the system of constrains (2.4). Let N be the determinant of A. Then, by Cramer’s

rule, α∗i = αi/N , where αi ∈ N. Since each entry of A is either uij − umj, or 1 or 0, its

absolute value is at most δ. Hence, by Hadamard’s inequality we get

N ≤ (m− 1)(m−1)/2δm−1 ≤ ss/2δs.

Then

α∗m = 1− (α∗1 + · · ·+ α∗m−1) = αm/N,

β∗j = vj − [(u1j − umj)α∗1 + · · ·+ (u(m−1)j − umj)α∗m−1] = βj/N, (j = 1, ..., s),

for some non-negative integers αm, β1, ..., βs. By the above argument, we get

v =
m∑
i=1

α∗iui +
s∑
j=1

β∗j ej,

or equivalently,

Nv =
m∑
i=1

αiui +
s∑
j=1

βjej.

�

We can now state and prove the main result of this section.

Theorem 2.4. Let I be a monomial ideal. Let q be the number of minimal generators

from G(I) of degree bigger than δ(I). Then:
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(i) p(I) = δ(I). That means there is a non-negative integer q0(I) such that d(In) =

δ(I)n+ q0(I) for all n� 0.

(ii) r(I) ≤ qss/2δ(I)s − q.
(iii) ε(I;n) ≤ q[ss/2δ(I)s − 1][d(I)− δ(I)] for all n ≥ 1.

Proof. Set δ = δ(I). Assume that I = (Xvi | i = 1, ..., p, .., t), such that V (I) =

{v1, ...,vp}, |vi| ≤ δ for all i ≤ t− q and |vi| > δ for all i ≥ t− q + 1, where q ≤ t− p.
Let

J := (Xv1 , ...,Xvp) ⊆ J := (Xv1 , ...,Xvt−q).

For each j = t−q+1, ..., t, vj ∈ conv(V (I))+Rs
+. By Lemma 2.3, there is a positive

integer Nj ≤ ss/2δs and non-negative integers αj,i, γj,k such that
∑p

i=1 αj,i = Nj and

Njvj =

p∑
i=1

αj,ivi +
∑

γj,kek.

Then XNjvj ∈ J Nj . If q = 0, let N = 0. Otherwise, let

(2.5) N = (Nt−q+1 − 1) + · · ·+ (Nt − 1) ≤ q(ss/2δs − 1).

Then

(2.6) In+1 = JIn for all n ≥ N.

Indeed, assume by contrary that there is m ∈ In+1 \ JIn. Then m =
∏t

j=t−q+1 Xnjvj

for some non-negative nj with
∑
nj = n+ 1. Assume nk ≥ Nk for some k. Then

Xnkvk = XNkvkX(nk−Nk)vk ∈ J NkInk−Nk ⊆ JNkInk−Nk .

Hence m ∈ JNkIn+1−Nk ⊆ JIn, a contradiction. So all nj ≤ Nj − 1 and n + 1 ≤ N ,

which contradicts to the condition n ≥ N . Hence (2.6) holds true. Now for all n ≥ N

we have

d(In) ≤ d(Jn−N) + d(IN) ≤ δ(n−N) +Nd(I) = δn+N(d(I)− δ).

On the other hand, by Lemma 2.2, d(In) ≥ δn. From (1.1), it follows that p(I) = δ, and

J is exactly the reduction of I in the Kodiyalam’s construction. By virtue of Lemma

1.1, d(In) = δn + q0(I) for some q0(I) and all n � 0. This shows (i). The statement

(ii) follows from (2.6) and (2.5), and (iii) follows from (ii) and Lemma 1.3(ii). �

In [11], we can give a number n0 in terms of s and δ(I) such that d(In) = δ(I)n+c(I)

for some c(I) ≥ 0 and all n ≥ n0. Unfortunately we cannot solve the similar problem

for gstab(I). Lemma 1.7 already shows that in the worst case, gstab(I) must depend on

δ(I). The following example not only shows that the bound on the reduction number

in the above theorem is close to be optimal, but also shows that in the worst case, the

constant value of ε(I;n) as well as the index of stability gstab(I) are at least exponential

functions of s, namely ε(I;n), gstab(I) > (δ(I)− 1)s−3.

13



Example 2.5. Given s ≥ 3 and δ ≥ s+ 1. Set

v1 = (δ − 1, 1, 0, 0, · · · , 0, 0),

v2 = (0, δ − 1, 1, 0, · · · , 0, 0),

· · ·
vs−1 = (0, 0, 0, 0, · · · , δ − 1, 1),

vs = (1, 0, 0, 0, · · · , 0, δ − 1),

and

v = (δ − s+ 1, 1, ..., 1).

Let a be a positive integer. Consider the following ideal in s+ 1 variables:

I = (M1 := Xv1 , ...,Ms := Xvs ,M := XvY a) ⊂ K[X, Y ].

Then V (I) = {(v1, 0), ..., (vs, 0)} and the reduction J of I in the Kodiyalam’s con-

struction is J = (Xv1 , ...,Xvs). Hence δ(I) = δ.

Proposition 2.6. Let I be the monomial ideal given in Example 2.5. Then:

(i) (δ − 1)s−2 < r(I) ≤ (δ − 1)s;

(ii) ε(I;n) = an for all n ≤ r(I) − 1 and ε(I;n) = r(I)a > (δ − 1)s−2 for all

n ≥ r(I). In particular gstab(I) = r(I) > (δ − 1)s−2.

Proof. Step 1: To show V (I) = {(v1, 0), ..., (vs, 0)}.
First, we find α1, ..., αs such that

(2.7) α1v1 + · · ·+ αsvs = v.

Of course (α1, ..., αs) is a solution of the following system of equations

(δ − 1)x1 + xs = δ − s+ 1,

x1 + (δ − 1)x2 = 1,

x2 + (δ − 1)x3 = 1,

· · ·
xs−1 + (δ − 1)xs = 1.

Using the Laplace expansion along the first row we can calculate the determinant of

this system:

D =

∣∣∣∣∣∣∣∣∣∣∣

δ − 1 0 0 · · · 0 1

1 δ − 1 0 · · · 0 0

0 1 δ − 1 · · · 0 0
...

...
...

. . .
...

...

0 0 0 · · · 1 δ − 1

∣∣∣∣∣∣∣∣∣∣∣
= (δ − 1)s + (−1)s−1 > 0.

So, the system (2.7) has the unique solution.
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We show that all αi > 0. In order to compute the solution of (2.7), let us first

compute the following determinant of size t ≥ 2:

Bt,c =

∣∣∣∣∣∣∣∣∣∣∣

c δ − 1 0 · · · 0

1 1 δ − 1 · · · 0
...

...
...

. . .
...

1 0 0 · · · δ − 1

1 0 0 · · · 1

∣∣∣∣∣∣∣∣∣∣∣
,

where c is any number. Using the Laplace expansion along the last row, we get the

recursion relation Bt,c = (−1)t−1(δ − 1)t−1 +B(t−1),c. Hence

Bt,c = (−1)t−1(δ − 1)t−1 + · · ·+ (−1)2(δ − 1)2 +

∣∣∣∣c δ − 1

1 1

∣∣∣∣
= (−1)t−1 δ−1

δ
[(δ − 1)t−1 + (−1)t] + c.

Denote by Di the determinant obtained from D by replacing the i-th column by (δ −
s+ 1, 1, · · · , 1)T . Then, using the Laplace expansion along the first row, we now get

D1 =

∣∣∣∣∣∣∣∣∣∣∣

δ − s+ 1 0 0 · · · 0 1

1 δ − 1 0 · · · 0 0

1 1 δ − 1 · · · 0 0
...

...
...

. . .
...

...

1 0 0 · · · 1 δ − 1

∣∣∣∣∣∣∣∣∣∣∣
= (δ − s+ 1)(δ − 1)s−1 + (−1)s−1B(s−1),1
= (δ − s+ 1)(δ − 1)s−1 + (−1)s−1{(−1)s−2 δ−1

δ
[(δ − 1)s−2 + (−1)s−1] + 1}.

= (δ − s+ 1)(δ − 1)s−1 − δ−1
δ

[(δ − 1)s−2 + (−1)s−1] + (−1)s−1.

Clearly D1 > 0, so α1 = D1/D > 0.

For 1 < i < s, using the Laplace expansion along either last or first columns several

times, we obtain:

Di =

∣∣∣∣∣∣∣∣∣∣∣∣∣

i-th

δ − 1 0 0 · · · δ − s+ 1 · · · 0 1

1 δ − 1 0 · · · 1 · · · 0 0

0 1 δ − 1 · · · 1 · · · 0 0
...

...
...

. . .
...

. . .
...

...

0 0 0 · · · 1 · · · 1 δ − 1

∣∣∣∣∣∣∣∣∣∣∣∣∣
= (−1)s−1

∣∣∣∣∣∣∣∣∣∣∣

i-th

1 δ − 1 0 · · · 1 · · · 0

0 1 δ − 1 · · · 1 · · · 0
...

...
...

. . .
...

. . .
...

0 0 0 · · · 1 · · · 1

∣∣∣∣∣∣∣∣∣∣∣
+
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+(δ − 1)

∣∣∣∣∣∣∣∣∣∣∣∣∣

i-th

δ − 1 0 0 · · · δ − s+ 1 · · · 0

1 δ − 1 0 · · · 1 · · · 0

0 1 δ − 1 · · · 1 · · · 0
...

...
...

. . .
...

. . .
...

0 0 0 · · · 1 · · · δ − 1

∣∣∣∣∣∣∣∣∣∣∣∣∣

= (−1)s−1B(s−i),1 + (δ − 1)s−i

∣∣∣∣∣∣∣∣∣∣∣∣∣

i-th

δ − 1 0 0 · · · 0 δ − s+ 1

1 δ − 1 0 · · · 0 1

0 1 δ − 1 · · · 0 1
...

...
...

. . .
...

...

0 0 0 · · · 1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣
= (−1)s−1B(s−i),1 + (δ − 1)s−i(−1)i−1Bi,δ−s+1.

To get the last equality we have moved the last column of the determinant in the

preceding line to the first position. So,

Di = (−1)i δ−1
δ

[(δ − 1)s−i−1 + (−1)s−i] + (−1)s−1+
δ−1
δ

[(δ − 1)s−1 + (−1)i(δ − 1)s−i] + (−1)i−1(δ − 1)s−i(δ − s+ 1).

It is clear that Di > 0 for i ≥ 3. When i = 2, since

δ − 1

δ
[(δ − 1)s−1 + (δ − 1)s−2]− (δ − 1)s−2(δ − s+ 1) = (δ − 1)s−2(s− 2) > 0,

also D2 > 0. Hence αi > 0 for all 1 < i < s. Finally, notice that Ds = (−1)s−1Bs,δ−s+1

(moving the last column of Ds to the first position). Hence

Ds =
δ − 1

δ
[(δ − 1)s−1 + (−1)s] + (−1)s−1(δ − s+ 1)

=
(δ − 1)s + (−1)s−1(δ2 − δs+ 1)

δ
> 0.(2.8)

Summing up, we have showed that all αi > 0. Since |v1| = · · · = |vs| = |v| = δ, it

follows that α1 + · · ·+ αs = 1 and D1 + · · ·+Ds = D. Hence v ∈ conv(v1, ...,vs) and

(v, a) ∈ conv((v1, 0), ..., (vs, 0)) + Rs+1
+ , which yields V (I) = {(v1, 0), ..., (vs, 0)}.

Step 2: To show (i).

Since I = (J,M), by Remark 1.4,

(2.9) r(I) = min{t > 0| M t ∈ J t} − 1.

As it is shown above
D1

D
v1 + · · ·+ Ds

D
vs = v,

and D1 + · · ·Ds = D. Hence

MD = Y Da(MD1
1 · · ·MDs

s ) ∈ JD.

Therefore r(I) < D = (δ − 1)s + (−1)s+1, whence r(I) ≤ (δ − 1)s.
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On the other hand, by virtue of (2.8), the greatest common divisor of D and Ds is

at most

gcd((δ − 1)s + (−1)s−1(δ2 − δs+ 1), (δ − 1)s + (−1)s+1)

= gcd((−1)s−1(δ2 − δs+ 1)− (−1)s+1, (δ − 1)s + (−1)s+1)

≤ δ2 − 3δ + 2 = (δ − 1)(δ − 2).

Hence αs = n1

n2
with gcd(n1, n2) = 1, and

n2 = D
gcd(Ds,D)

≥ (δ−1)s+(−1)s+1

(δ−1)(δ−2) ≥ (δ−1)s−1
(δ−1)(δ−2)

= (δ−1)s−1

δ−2 − 1
(δ−1)(δ−2) = (δ − 1)s−2 + (δ−1)s−2

δ−2 − 1
(δ−1)(δ−2)

≥ (δ − 1)s−2 + δ−1
δ−2 −

1
(δ−1)(δ−2) = (δ − 1)s−2 + 1 + 1

δ−1 .

This implies n2 ≥ (δ − 1)s−2 + 2.

Now let t > 0 be a number such that M t ∈ J t. Then there are t1, ..., ts ∈ N
with t1 + · · · + ts = t and u ∈ Ns such that tv = t1v1 + · · · + tsvs + u. Since

|v1| = · · · = |vs| = |v|, it follows that u = 0. Then

v =
t1
t

v1 + · · ·+ ts
t

vs.

Since the system (2.7) has exactly one solution, we must have ts
t

= αs = n1

n2
. By the

choice of n1, n2, this implies t ≥ n2. Hence, by (2.9), r(I) ≥ n2− 1 > (δ− 1)s−2, which

yields (i).

Step 3: To show (ii).

Let 1 ≤ t ≤ r(I) and n ≥ 0. Assume that M tMn
1 ∈ mI t+n. Then one can find

t′, n1, ..., ns ∈ N and m′ 6= 1 a monomial in K[X, Y ] such that t′+n1 + · · ·+ns = t+n

and

M tmn
1 = m′M t′Mn1

1 · · ·Mns
s .

Looking at the exponents of Y in both sides, we get t′ ≤ t. If t′ = t, then from

deg(M1) = · · · = deg(Ms) we must have m′ = 1, a contradiction. Hence t′ < t.

Dividing both sides by M t′ we can assume that t′ = 0, i.e. M tmn
1 = m′Mn1

1 · · ·Mns
s ,

where n1 + · · ·+ ns = n+ t. Then tv + nv1 = u + n1v1 + · · ·+ nsvs for some u ∈ Ns.

Since |v| = |v1| = · · · = |vs|, we must have u = 0. Hence

v =
n1 − n
t

v1 +
n2

t
v2 + · · ·+ ns

t
vs.

This means (n1−n
t
, n2

t
, ..., ns

t
) is a solution of (2.7). Hence n1−n

t
> 0, or equivalently

n1 > n, and tv = (n1 − n)v1 + · · · + nsvs. This implies M t ∈ J t. By virtue of

(2.9) this contradicts to the assumption t ≤ r(I). Hence M tMn
1 6∈ mI t+n, that means

M tMn
1 is a minimal generator of I t+n, which yields d(I t+n) ≥ deg(M tMn

1 ) = δn + ta,

or equivalently ε(I; t+n) ≥ ta for all 1 ≤ t ≤ r and n ≥ 0. Combining with the bound

in Lemma 1.3(ii) this gives the statement (ii) of the proposition. �

Our study of degree excess functions gives interesting consequences on the Castelnuovo-

Mumford regularity. For a finitely generated graded R-module E, the Castelnuovo-

Mumford regularity of E is defined by

reg(E) = max{t| there is i such that H i
m(E)t−i 6= 0},
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where H i
m(E) is the local cohomology module with the support m.

In general, the Castelnuovo-Mumford regularity reg(I) of a homogeneous ideal of R

could be much larger than d(I). However, it was independently proved in [5] and [14]

that reg(In) = p(I)n + e(I) for some non-negative integer e(I) and all n � 0. As an

immediate consequence of Theorem 2.4, we obtain:

Corollary 2.7. Let I be a monomial ideal. Then there is a non-negative integer e(I)

such that reg(In) = δ(I)n+ e(I) for all n� 0.

Even in the case of monomial ideals, it is of great interest to give a bound on the

index of stability of reg(In) defined as

(2.10) reg-stab(I) := min{t| reg(In) = δ(I)n+ e(I) for all n ≥ t}.

However, until now very small progress is achieved. The only existing bound is

established for monomial ideals of dimension zero, see [2, Theorem 3.1]. On the

other hand, a similar problem for the Castelnuovo-Mumford regularity reg(In) of

integral closures In of In is solved in a recent paper [10]. In [11] we show that

δ(I)n ≤ reg(In) ≤ δ(I)n + dimR/I. In particular, reg(In) = δ(I)n + e′(I) for some

0 ≤ e′(I) ≤ dimR/I for all n � 0. Unfortunately we cannot use the technique

presented in this paper to give a bound on e(I) of Corollary 2.7 and on reg-stab(I).

However, our study on degree excess functions leads to the following somewhat unex-

pected result, which says that in the worst case, the invariants e(I) and reg-stab(I)

should be at least exponential functions of the number of variables.

Theorem 2.8. Let I be a homogeneous ideal of a polynomial ring K[X1, ..., Xm] of

m ≥ 4 variables. Assume that d(I) ≥ 3. Then, in the worst case we must have

(i) e(I) > (d(I)− 2)m−3, and

(ii) reg-stab(I) > 1
m−1(d(I)− 2)m−4.

Proof. Consider the ideal I in Example 2.5 with a = 1, s = m − 1, δ ≥ m and

Y = Xm. For short, let t := reg-stab(I) and e := e(I). Then reg(I t) = δt + e. The

greatest common divisor of minimal generators of I t is F = X
(δ−1)t
1 · · ·X(δ−1)t

s X t
m. By

[3, Theorem 3.1(a)] (see also [12, Theorem 3.1]), reg(I t) < deg(F ) = s(δ − 1)t + t.

Hence

e < (s− 1)(δ − 1)t+ t < s(δ − 1)t.

On the other hand, since δn+ ε(I;n) = d(In) ≤ reg(In) for all n, taking n� 0 we get

ε(I;n) ≤ e. By Proposition 2.6, it implies

e ≥ r(I) > (δ − 1)s−2 = (d(I)− 2)m−3,

whence s(δ − 1)t > e > (δ − 1)s−2. Hence

t >
1

s
(δ − 1)s−3 =

1

m− 1
(d(I)− 2)m−4.

�

Acknowledgement. I would like to thank the referee for careful reading and useful

suggestions. In particular, the proof of Lemma 1.8 is due to him/her.

18



This work is partially supported by NAFOSTED (Vietnam) under the grant number

101.04-2018.307 and the Program for Research Activities of Senior Researchers of VAST

under the grant number NVCC01.11/21-21.

References

[1] R. Abdolmaleki, J. Herzog and R. Zaare-Nahandi, On the initial behaviour of the number of

generators of powers of monomial ideals, Bull. Math. Soc. Sci. Math. Roumanie (N.S.) 63(111)

(2020), 119 - 129.

[2] D. Berlekamp, Regularity defect stabilization of powers of an ideal, Math. Res. Lett. 19 (2012),

109 - 119.

[3] W. Bruns and J. Herzog, On multigraded resolutions, Math. Proc. Cambridge Philos. Soc. 118

(1995), 245 - 257.

[4] M. Chardin, Regularity stabilization for the powers of graded M-primary ideals, Proc. Amer.

Math. Soc. 143 (2015), 3343 - 3349.

[5] D. Cutkosky, J. Herzog, N. V. Trung, Asymptotic behavior of the Castelnuovo-Mumford regularity,

Compositio Math. 118 (1999), 243 - 261.

[6] D. Eisenbud and B. Ulrich, Notes on regularity stabilization, Proc. Amer. Math. Soc. 140 (2012),

1221 - 1232.

[7] H. T. Ha, H. D. Nguyen, N. V. Trung and T. N. Trung, Depth functions of powers of homogeneous

ideals, Proc. Ams. Math. Soc. 149 (2021), 1837 - 1844.

[8] J. Herzog, N. M. Saem and N. Zamani, The number of generators of the powers of an ideal,

Internat. J. Algebra Comput. 29 (2019), 827 - 847.

[9] L. T. Hoa, Powers of Monomial Ideals and Combinatorics, In “New Trends in Algebras and

Combinatorics”, Proceedings of the 3rd International Congress in Algebras and Combinatorics

(ICAC2017), Ed. K P Shum, E. Zelmanov, P. Kolesnikov, and S M Anita Wong, Pages:149 - 178,

World Scientific 2020.

[10] L. T. Hoa, Asymptotic behavior of Integer Programming and the stability of the Castelnuovo-

Mumford regularity, Mathematical Programming; DOI: 10.1007/s10107-020-01595-x

[11] L. T. Hoa, Maximal generating degrees of integral closures of powers of monomial ideals, Preprint

2021.

[12] L. T. Hoa and N. V. Trung, On the Castelnuovo-Mumford regularity and the arithmetic degree of

monomial ideals, Math. Z. 229 (1998), 519 - 537.

[13] A. J. Hoffman and J. B. Kruskal, Integral boundary points of convex polyhedra. Linear inequalities

and related systems, pp. 223 - 246. Annals of Mathematics Studies, no. 38. Princeton University

Press, Princeton, N. J., 1956.

[14] V. Kodiyalam, Asymptotic behaviour of Castelnuovo-Mumford regularity, Proc. Amer. Math. Soc.

128 (2000), 407 - 411.

[15] A. Schrijver, Theory of linear and integer programming, John Wiley & Sons, 2000.

[16] W. V. Vasconcelos, Reduction numbers of ideals. J. Algebra 216 (1999), 652 - 664.

Institute of Mathematics, VAST, 18 Hoang Quoc Viet, 10307 Hanoi, Viet Nam

Email address: lthoa@math.ac.vn

19


