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Abstract. This paper addresses the Mountain Pass Theorem for locally Lipschitz functions

on �nite-dimensional vector spaces in terms of tangencies. Namely, let f : Rn → R be a

locally Lipschitz function with a mountain pass geometry. Let

c := inf
γ∈A

max
t∈[0,1]

f(γ(t)),

where A is the set of all continuous paths joining x∗ to y∗. We show that either c is a

critical value of f or c is a tangency value at in�nity of f. This reduces to the Mountain

Pass Theorem of Ambrosetti and Rabinowitz in the case where the function f is de�nable

(such as, semi-algebraic) in an o-minimal structure.

1. Introduction

The celebrated Mountain Pass Theorem of Ambrosetti and Rabinowitz [2] is a very

useful tool in nonlinear analysis with many important applications. For more details, we

refer the reader to the comprehensive monographs [1, 16, 18, 26, 28, 31] with the references

therein.

The aim of this paper is to provide a version of the Mountain Pass Theorem for locally

Lipschitz functions on �nite-dimensional vector spaces in terms of tangencies. To be more

precise, let us recall some basic terminology.

Let f : Rn → R be a C1 function and let x∗, y∗ ∈ Rn be such that there exists an open

neighborhood U of x∗ satisfying the conditions y∗ 6∈ U and

max{f(x∗), f(y∗)} < inf
x∈∂U

f(x).

Consider the family A of all continuous paths joining x∗ to y∗ and set

c := inf
γ∈A

max
t∈[0,1]

f(γ(t)).

The following relation is well-known and has many interesting applications:

c ∈ K0(f) ∪K∞(f),
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where K0(f) is the set of critical values of f and K∞(f) is the set of values at which f does

not satisfy the weak Palais�Smale condition, i.e.,

K0(f) :=
{
t ∈ R : there is a point x ∈ Rn such that ∇f(x) = 0 and f(x) = t

}
and

K∞(f) :=

{
t ∈ R : there is a sequence xk →∞ such that

f(xk)→ t and ‖xk‖‖∇f(xk)‖ → 0

}
.

In a di�erence line of development, suppose that the function f is polynomial (or more

general, de�nable in an o-minimal structure; see [30] for more on the subject). It is well

known that there exists a (minimal) �nite set B(f) ⊂ R, called the bifurcation set of f, such

that the restriction map

f : Rn \ f−1(B(f))→ R \B(f)

is a locally trivial C∞-�bration (see, for example, [3, 11, 13, 20, 25, 29, 27]). Since f may not

be proper, the bifurcation set B(f) contains not only the set of critical values K0(f), but also

the set B∞(f) of atypical values at in�nity corresponding to the critical points at in�nity.

While the set K0(f) is relatively well understood, the other set B∞(f) is still mysterious.

To control the set B∞(f), we can use the set T∞(f) of tangency values (at in�nity) of f :

T∞(f) :=

{
t ∈ R : there is a sequence xk →∞ such that

f(xk)→ t and rank{∇f(xk), xk} = 1

}
.

It is well-known (see, for example, [10, 12, 15, 17, 19]) that T∞(f) is a �nite set and

B∞(f) ⊂ T∞(f) ⊂ K∞(f).

The inclusions may be strict (see [21, 22]).

Motivated by the aforementioned works and the usefulness of tangencies in semi-algebraic

optimization (see [12, 14, 15, 17, 24] for more details), we will show in Theorem 3.1 that

c ∈ K0(f) ∪ T∞(f).

Actually, the same conclusion holds even when the function f is not assumed to be di�eren-

tiable, but merely locally Lipschitz continuous.

The rest of the paper is organized as follows. Section 2 covers some preliminary mate-

rials. Section 3 presents the main result and its proof.
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2. Preliminaries

2.1. Notation. Throughout this work we shall consider the Euclidean vector space Rn en-

dowed with its canonical scalar product 〈·, ·〉, and we shall denote its associated norm ‖ · ‖.
The open ball (resp., the sphere) centered at x̄ ∈ Rn of radius r will be denoted by Br(x̄)

(resp., Sr(x̄)). For simplicity, we write Bnr and Sn−1r if x = 0; and write Bn and Sn−1 if x = 0

and r = 1. For a subset A of Rn, the closure, the boundary and the convex hull of A are

denoted by A, ∂A and co(A) respectively. Let dist(A,B) stand for the Euclidean distance

between A and B ⊂ Rn, namely

dist(A,B) := inf{‖x− y‖ : x ∈ A, y ∈ B}.

For convenience, if B 6= ∅, set dist(∅, B) := +∞.

2.2. Subdi�erential of locally Lipschitz mappings. Here we recall the notions and some

elementary properties of the Clarke subdi�erential and the generalized directional derivative

of locally Lipschitz functions used in this paper. The reader is referred to [6, 7, 8] for more

details.

De�nition 2.1. Let F : Rn → Rm be a locally Lipschitz mapping. The Clarke subdi�erential

of F at x ∈ Rn is de�ned by

∂F (x) := co{lim dxkF : xk → x and F is di�erentiable at xk},

where dxkF is the di�erential of F at xk, which can be identi�ed with the Jacobian matrix

of F at xk.

De�nition 2.2. Let f : Rn → R be a locally Lipschitz function and v ∈ Rn. The generalized

directional derivative of f at x in the direction v, denoted by f ◦(x; v), is de�ned as follows:

f ◦(x; v) := lim sup
y→x,h→0+

f(y + hv)− f(y)

h
.

Lemma 2.1. [8, Propositions 2.1.2 and 2.1.5] Let f : Rn → R be a locally Lipschitz function.

Then we have:

(i) For all x ∈ Rn, the set ∂f(x) is a non-empty, convex, compact subset of Rn.

(ii) The set-valued mapping ∂f is upper semi-continuous on Rn, i.e., for any x ∈ Rn, if

xk ∈ Rn and wk ∈ ∂f(xk) are sequences such that xk → x and wk → w, then w ∈ ∂f(x).

(iii) f ◦(x; v) = maxw∈∂f(x)〈w, v〉 for any v ∈ Rn.

The following lemma is a slightly changed version of [5, Lemma 3.3].

Lemma 2.2. Let f : Rn → R be a locally Lipschitz function and b > 0. Suppose that U ⊂ Rn

is an open set such that

inf
w∈∂f(x)

‖w‖ > 2b for all x ∈ U.
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Then there exists a locally Lipschitz vector �eld v(x) de�ned on U satisfying

‖v(x)‖ < 1 and 〈w, v(x)〉 > b for any w ∈ ∂f(x).

Proof. Note that the assumption of the lemma is the conclusion of [5, Lemma 3.2] which is

used to prove [5, Lemma 3.3], so the proof is completely similar to that of [5, Lemma 3.3]. �

In the sequel, we will need the following lemma.

Lemma 2.3. Let f : Rn → R be a locally Lipschitz function and D ⊂ Rn be a compact set.

For each ε > 0, there is h0 = h0(ε) > 0 such that for all y ∈ Nh0(D), h ∈ (0, h0] and v ∈ Bn,
we have

f(y + hv)− f(y)

h
< f ◦(x; v) + ε,

where Nh0(D) is the closed neighborhood of radius h0 of D and x ∈ D is a point such that

dist(y,D) = ‖y − x‖.

Proof. By contradiction, assume that there is ε0 > 0 such that for all integer k > 0, there

are yk ∈ N 1
k
(D), xk ∈ D, hk ∈ (0, 1

k
] and vk ∈ Bn such that

dist(yk, D) = ‖yk − xk‖ and
f(yk + hkv

k)− f(yk)

hk
> f ◦(xk; vk) + ε. (1)

By taking subsequences if necessary, we can suppose that the sequences xk and vk

converge to the limits x0 and v0, respectively. Since f is locally Lipschitz, there is a neigh-

borhood U of x0 and a constant K > 0 such that f is Lipschitz on U with the constant K. In

addition, by de�nition and by shrinking U if necessary, we can suppose that there is h̃ > 0

such that
f(y + hv0)− f(y)

h
< f ◦(x0; v0) +

ε

4

for all y ∈ U and h ∈ (0, h̃]. Set

zk := yk + hk(v
k − v0).

It is clear that yk → x0, zk → x0 and zk + hkv
0 → x0 as k → +∞. Consequently, for k large

enough so that yk, zk ∈ U , K‖vk − v0‖ < ε

4
and hk < h̃, we have

f(yk + hkv
k)− f(yk)

hk
=

f(yk + hk(v
k − v0) + hkv

0)− f(yk + hk(v
k − v0))

hk

+
f(yk + hk(v

k − v0))− f(yk)

hk

=
f(zk + hkv

0)− f(zk)

hk
+
f(zk)− f(yk)

hk
< f ◦(x0; v0) +

ε

4
+K‖vk − v0‖ < f ◦(x0; v0) +

ε

2
.

This contradicts (1) and so ends the proof of the lemma. �
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3. The main result and its proof

For a locally Lipschitz function f : Rn → R, we de�ne the set of critical values of f and

the set of tangency values (at in�nity) of f, respectively, by

K0(f) := {t ∈ R : there is x ∈ f−1(t) such that 0 ∈ ∂f(x)}

and

T∞(f) :=

{
t ∈ R : there are sequences xk →∞ and vk ∈ ∂f(xk) such that

f(xk)→ t and rank{xk, vk} = 1

}
.

The main result of the paper is as follows.

Theorem 3.1 (Mountain pass). Let f : Rn → R be a locally Lipschitz function and let

x∗, y∗ ∈ Rn with x∗ 6= y∗. Assume that there is an open neighborhood U of x∗ such that

y∗ 6∈ U and

f(x∗), f(y∗) < inf
x∈∂U

f(x).

Let

c := inf
γ∈A

max
t∈[0,1]

f(γ(t)), (2)

where A stands for the set of all continuous path joining x∗ to y∗, i.e.,

A := {γ ∈ C([0, 1],Rn) : γ(0) = x∗, γ(1) = y∗}. (3)

Then

c ∈ K0(f) ∪ T∞(f).

Let us start with some lemmas of preparation.

Lemma 3.1. Let X ⊂ Rn be a compact set and let Z := {Zi : i = 1, . . . , p} be a distinct

�nite open cover of X. Then there exists a constant λ > 0 depending on Z such that the

following statements hold:

(i) For any i ∈ {1, . . . , p} and any x ∈ Zi ∩X such that Zi is the unique open set in the

cover containing x, then dist(x, ∂Zi) > 3λ.

(ii) For any i ∈ {1, . . . , p} and any x ∈ Zi ∩ X such that dist(x, ∂Zi) 6 3λ, there is

j ∈ {1, . . . , p} \ {i} depending on x such that

x ∈ Zj and dist(x, ∂Zj) > 3λ.

(iii) Let i ∈ {1, . . . , p} and x ∈ Zi ∩ X be such that dist(x, ∂Zi) = 2λ and dist(x,X) 6 λ.

Then for each y ∈ X with ‖x − y‖ 6 λ, we have dist(y, ∂Zi) > λ and there exists

j ∈ {1, . . . , p} \ {i} such that

x, y ∈ Zj, dist(x, ∂Zj) > 2λ and dist(y, ∂Zj) > 3λ.
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Proof. (i) By contradiction, assume that for any integer k > 0, there is an index ik ∈
{1, . . . , p} and a point xk ∈ Zik ∩ X such that Zik is the unique open set in Z containing

xk and dist(xk, ∂Zik) 6
3
k
. Since Z is �nite, by taking a subsequence if necessary, we can

suppose that ik is �xed for all k, namely, ik = i ∈ {1, . . . , p}. By the compactness of X,

we can assume that the sequence xk converges to a limit x0 ∈ X. Clearly x0 ∈ ∂Zi ∩ X,
in particular, x0 6∈ Zi. Furthermore, x0 6∈ Zj for all j 6= i since otherwise, xk ∈ Zj for k

large enough which contradicts the fact that Zi is the unique open set in Z containing xk.

Consequently, x0 /∈ ∪j=1,...,pZj. So x
0 /∈ X, which is a contradiction.

(ii) Let λ be given by item (i). We will show that the statement holds by shrinking

λ. For contradiction, assume that for any integer k > 0 such that 1
k
< λ, there is an index

ik ∈ {1, . . . , p} and a point xk ∈ Zik ∩X such that

• dist(xk, ∂Zik) 6
3
k
; and

• for each j ∈ {1, . . . , p} \ {i}, either xk /∈ Zj or xk ∈ Zj with dist(xk, ∂Zj) 6 3
k
.

Since the cover is �nite, by taking a subsequence if necessary, we may suppose that ik is �xed

for all k, namely, ik = i ∈ {1, . . . , p}; moreover, for each j ∈ {1, . . . , p} \ {i}, either xk /∈ Zj
for all k or xk ∈ Zj and dist(xk, ∂Zj) 6 3

k
for all k. As X is compact, we may assume that the

sequence xk converges to a limit x0 ∈ X. Clearly x0 ∈ ∂Zi∩X. For each j ∈ {1, . . . , p}\{i},
by construction, either x0 /∈ Zj or x

0 ∈ Zj with dist(x0, ∂Zj) = 0, in particular, x0 6∈ Zj.
Therefore x0 /∈ ∪j=1,...,pZj. Consequently x

0 /∈ X, which is a contradiction.

(iii) Let λ be given by (i) and (ii). By assumption, Bn2λ(x) ⊂ Zi. Let y ∈ X be such

that ‖x− y‖ 6 λ. Then y ∈ Zi. On the other hand,

dist(y, ∂Zi) 6 ‖x− y‖+ dist(x, ∂Zi) 6 3λ.

By item (ii), there is j ∈ {1, . . . , p} \ {i} such that y ∈ Zj and

dist(y, ∂Zj) > 3λ.

Therefore Bn3λ(y) ⊂ Zj and so x ∈ Zj. In addition,

dist(x, ∂Zj) > dist(y, ∂Zj)− ‖x− y‖ > 2λ.

This ends the proof of the lemma. �

Lemma 3.2. Let X ⊂ Rn be a compact set and let Z := {Zi : i = 1, . . . , p} be a distinct

�nite family of open balls covering X. Assume that, for each i, there is a constant ρi > 0,

an open set Wi ⊃ Zi and a bi-Lipschitz homeomorphism ηi : Wi → ηi(Wi) ⊂ Rn such that

ηi(Wi) = {u ∈ Rn : |uj| < ρi, j = 1, . . . , n} and ηi(Wi ∩X) ⊂ {u ∈ Rn : u2 = 0}.

Let λ > 0 be the constant depending on Z given by Lemma 3.1 and L > 1 be a common

Lipschitz constant of η1, . . . , ηp, η
−1
1 , . . . , η−1p . Let γ : [a, b] → Rn be a continuous piecewise

linear curve such that dist(γ(t), X) 6 λ
2L2 for t ∈ [a, b]. Then there exist �nite sequences
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a =: T0 < · · · < Tq := b and i0 6= i1 6= · · · 6= iq−1 with ik ∈ {1, . . . , p} (k = 0, . . . , q − 1) such

that:

(i) γ[Tk−1, Tk] ⊂ Wik−1
for k = 1, . . . , q; and

(ii) η−1ik (wk) ∈ Wik−1
∩Wik for k = 1, . . . , q − 1, where

zk := ηik(γ(Tk)) and wk := (zk1 , w
k
2 , z

k
3 , . . . , z

k
n)

with

wk2 =

{
−zk2 if zk2 6= 0

− λ
L

if zk2 = 0.

Proof. The construction of the desired sequence is done by induction as follow.

Step 1: k = 0. Let y0 ∈ X be such that ‖y0 − γ(T0)‖ = dist(γ(T0), X) < λ. In view of

Lemma 3.1(i)-(ii), there is i0 ∈ {1, . . . , p} such that y0 ∈ Zi0 and dist(y0, ∂Zi0) > 3λ. So

dist(γ(T0), ∂Zi0) > dist(y0, ∂Zi0)− ‖y0 − γ(T0)‖ > 2λ.

Hence γ(T0) ∈ Zi0 . Set

S1 := sup{t ∈ [T0, b] : γ(s) ∈ Zi0 for all s ∈ [T0, t]} > T0.

If S1 = b, then set T1 := b and we are done. Otherwise, we have γ(S1) ∈ ∂Zi0 . So if we let

T1 := sup{t ∈ [T0, b] : dist(γ(s), ∂Zi0) > 2λ for all s ∈ [T0, t]},

then clearly

T0 < T1 < b, γ[T0, T1] ⊂ Wi0 , and dist(γ(T1), ∂Zi0) = 2λ.

By Lemma 3.1(iii), there is i1 6= i0 such that γ(T1) ∈ Zi1 and dist(γ(T1), ∂Zi1) > 2λ.

Step 2: Induction. For k > 0, assume that we have constructed sequences a =: T0 < · · · < Tk,

i0 6= i1 6= · · · 6= ik and {y0, . . . , yk} such that, for l = 1, . . . , k, we have:

(a) Tl := sup{t ∈ [Tl−1, b] : dist(γ(s), ∂Zil−1
) > 2λ for all s ∈ [Tl−1, t]};

(b) dist(γ(Tl), ∂Zil−1
) = 2λ and dist(γ(Tl), ∂Zil) > 2λ;

(c) γ[Tl−1, Tl] ⊂ Wil−1
;

(d) ‖yl−1 − γ(Tl−1)‖ = dist(γ(Tl−1), X) and ‖yk − γ(Tk)‖ = dist(γ(Tk), X).

Set

Sk+1 := sup{t ∈ [Tk, b] : γ(s) ∈ Zik for all s ∈ [Tk, t]} > Tk.

If Sk+1 = 1, set q := k + 1 and Tk+1 := b. Then item (i) follows. Contrarily, we have

γ(Sk+1) ∈ ∂Zik . Let

Tk+1 := sup{t ∈ [Tk, b] : dist(γ(s), ∂Zik) 6 2λ for all s ∈ [Tk, t]},
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then clearly Tk < Tk+1 < b and dist(γ(Tk+1), ∂Zik) = 2λ. By Lemma 3.1(iii), there is

ik+1 6= ik such that γ(Tk+1) ∈ Zik+1
and dist(γ(Tk+1), ∂Zik+1

) > 2λ. Hence the process can

be repeated with k replaced by k + 1.

Observe that the sequence a =: T0 < T1 < · · · is �nite so there must be q > 0 such that

Tq = b. Indeed, suppose for contradiction that the sequence a =: T0 < T1 < · · · is in�nite.
Then there exists an index k that appears in�nitely many times in the sequence i0 6= i1 6= · · · .
This implies that, in view of item (b), γ cuts the sphere {x ∈ Zk : dist(z, ∂Zk) = 2λ}
in�nitely many times which is a contradiction since a piecewise linear curve can meets a

sphere at �nitely many times. Consequently, (i) follows immediately.

Now we show that η−1ik (wk) ∈ Wik−1
∩Wik for k = 1, . . . , q − 1. If zk2 = 0, since η−1ik is

Lipschitz with the constant L, then

‖η−1ik (zk)− η−1ik (wk)‖ 6 L‖zk − wk‖ = L‖zk2 − wk2‖ = λ. (4)

Otherwise, by item (d) and by the assumption dist(γ(t), X) 6 λ
2L2 for t ∈ [a, b], we have

‖yk − γ(Tk)‖ < λ
2L2 . Hence ‖ηik(yk)− zk‖ < λ

2L
, and so

‖η−1ik (zk)− η−1ik (wk)‖ 6 ‖η−1ik (zk)− η−1ik (ηik(y
k))‖+ ‖η−1ik (ηik(y

k))− η−1ik (wk)‖
6 ‖yk − γ(Tk)‖+ L‖ηik(yk)− wk‖
= ‖yk − γ(Tk)‖+ L‖ηik(yk)− zk‖

6 (1 + L2)‖yk − γ(Tk)‖ < (1 + L2)
λ

2L2
6 λ.

(5)

Now (4) and (5), together with the facts dist(γ(Tk), ∂Zik−1
) = 2λ, give

dist(η−1ik (wk), ∂Zik−1
) > dist(η−1ik (zk), ∂Zik−1

)− ‖η−1ik (zk)− η−1ik (wk)‖
= dist(γ(Tk), ∂Zik−1

)− ‖η−1ik (zk)− η−1ik (wk)‖ > λ.

Similarly, (4), (5) and dist(γ(Tk), ∂Zik) > 2λ imply dist(η−1ik (wk), ∂Zik) > λ. Therefore

η−1ik (wk) ∈ Wik−1
∩Wik for k = 1, . . . , q − 1. So (ii) follows and the lemma is proved. �

We need the following variant of the constant rank theorem for locally Lipschitz map-

pings.

Lemma 3.3. Let F : Rn → Rm be a locally Lipschitz mapping with n > m. Assume that

each element of ∂F (x) has rank m for any x in a neighborhood of x0 ∈ Rn. Then there is

an open neighborhood Z of x0 in Rn and a bi-Lipschitz homeomorphism η : Z → η(Z) ⊂ Rn

such that

F ◦ η−1(u1, . . . , un) = (u1, . . . , um) + F (x0),

for all (u1, . . . , un) ∈ η(Z).

Proof. The proof follows directly from the proof of [4, Theorem 3.1]. �
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Proof of Theorem 3.1. Recall that A is the set given by (3). For r > max{‖x∗‖, ‖y∗‖} and
ε > 0, set

A(r, ε) :=

{
γ ∈ A : max

t∈[0,1]
f(γ(t)) < c+ ε and max

t∈[0,1]
‖γ(t)‖ 6 r

}
. (6)

By de�nition, for each ε > 0, there exists r � 1 such that A(r, ε) is non-empty so the

function

(0,+∞)→ (0,+∞), ε 7→ R(ε) := inf{r : A(r, ε) 6= ∅} (7)

is well-de�ned and moreover, it is decreasing. In particular, there exists the limit

lim
ε→0+

R(ε) ∈ R ∪ {+∞}.

Now Theorem 3.1 is a direct consequence of Propositions 3.1 and 3.2 below. �

Proposition 3.1. If limε→0+ R(ε) < +∞ then c ∈ K0(f).

We need some preparation before giving the proof of Proposition 3.1. As R(ε) is de-

creasing, there is a constant R0 > 0 such that for all ε > 0, we have R(ε) < R0 and so

A(R0, ε) 6= ∅. For each integer k > 0, take γk ∈ A
(
R0,

1
k

)
and let D be the superior

Kuratowski limit of the sequence of non-empty compact sets

Dk := {γk(t) : t ∈ [0, 1] and f(γk(t)) > c}.

Namely, x ∈ D if and only if there is a sequence xkl ∈ Dkl such that xkl → x as l → +∞.
It is clear that D is a non-empty compact set and f(x) = c for any x ∈ D. To prove that

c ∈ K0(f), it is enough to show that there is x ∈ D such that 0 ∈ ∂f(x). Assume for

contradiction that 0 6∈ ∂f(x) for all x ∈ D. By the compactness of the Clarke subdi�erential

(Lemma 2.1(i)), it is not hard to see that for each x ∈ D, there is a constant bx > 0 such

that

inf
w∈∂f(x)

‖w‖ > 4bx.

By Lemma 2.1(ii), there exists a bounded open neighborhood Ux of x such that

inf
w∈∂f(y)

‖w‖ > 2bx for all y ∈ Ux.

By assumption, we have

f(x∗), f(y∗) < inf
x∈∂U

f(x) 6 c.

Thus x∗, y∗ 6∈ D and so, we can shrink Ux so that x∗, y∗ 6∈ Ux.
As D is compact and {Ux : x ∈ D} is an open cover of D, there exists a �nite open

cover of D:

{Uxi : xi ∈ D, i = 1, . . . , p}.
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Let

b := min
i=1,...,p

bxi > 0 and U :=

p⋃
i=1

Uxi .

In view of Lemma 2.2, there exists a locally Lipschitz vector �eld v(x) de�ned on U such

that

‖v(x)‖ < 1 and 〈w, v(x)〉 > b for any w ∈ ∂f(x). (8)

Let h0 := h0
(
b
4

)
be the constant determined by Lemma 2.3. So, for all y ∈ Nh0(D),

h ∈ (0, h0] and v ∈ Bn, we have

f(y + hv)− f(y)

h
< f ◦(x; v) +

b

4
, (9)

where x ∈ D is a point such that dist(y,D) = ‖y−x‖. Let V ⊂ U be an open neighborhood

of D such that V ⊂ U∩Nh0(D). By a smooth version of Urysohn's lemma [23, Lemma 1.3.2],

there is a smooth function ϕ : Rn → [0, 1] such that:

ϕ(Rn \ U) = 0 and ϕ(V ) = 1. (10)

Let

ṽ(x) := ϕ(x)v(x),

which is obviously a locally Lipschitz vector �eld on Rn. This, together with the facts that

U is bounded and supp(ṽ) ⊂ U , implies that the vector �eld ṽ is Lipschitz on Rn with a

constant K > 0. Moreover, in view of Lemma 2.1(i), (ii), there is a constant K ′ > 0 such

that ‖w‖ 6 K ′ for all w ∈ ∂f(x) and x ∈ U. We need the following lemma.

Lemma 3.4. For any trajectory α : (t1, t2)→ Rn of −ṽ, the function f ◦ α is decreasing on

(t1, t2). In addition, for all u ∈ (t1, t2) such that α(u) ∈ V , we have

f(α(u+ h))− f(α(u)) < −bh
2

for h ∈
(

0,min

{
b

2KK ′
, h0

}]
, (11)

where h0 := h0
(
b
4

)
is the constant determined by Lemma 2.3.

Proof. Take any u ∈ (t1, t2). For all s ∈ (t1, t2), we have

‖α(s)− α(u)‖ =

∥∥∥∥∫ s

u

−ṽ(α(s′))ds′
∥∥∥∥ 6 ∣∣∣∣∫ s

u

‖ṽ(α(s′))‖ds′
∣∣∣∣ 6 ∣∣∣∣∫ s

u

ds′
∣∣∣∣ = |s− u|. (12)

Observe that the �rst statement is clear if α(u) 6∈ supp ṽ ⊂ U so assume that α(u) ∈ supp ṽ.

Thus ϕ(α(u)) > 0 and so α(u) ∈ U . Let

ε :=
ϕ(α(u))

4
b > 0.
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For all h ∈
(

0, ϕ(α(u))b
2KK′

]
small enough, we have

f(α(u+ h))− f(α(u))

h
< f ◦

[
α(u);

α(u+ h)− α(u)

h

]
+ ε

= max
w∈∂f(α(u))

〈
w,
α(u+ h)− α(u)

h

〉
+ ε

= max
w∈∂f(α(u))

1

h

〈
w,

∫ u+h

u

−ṽ(α(s))ds

〉
+ ε

= − min
w∈∂f(α(u))

1

h

〈
w,

∫ u+h

u

ṽ(α(s))ds

〉
+ ε

6 − min
w∈∂f(α(u))

1

h

〈
w,

∫ u+h

u

ṽ(α(u))ds

〉
+

max
w∈∂f(α(u))

1

h

〈
w,

∫ u+h

u

(ṽ(α(s))− ṽ(α(u)))ds

〉
+ ε

6 − min
w∈∂f(α(u))

〈w, ṽ(α(u))〉+

max
w∈∂f(α(u))

‖w‖
h

∫ u+h

u

‖ṽ(α(s))− ṽ(α(u))‖ds+ ε

6 − min
w∈∂f(α(u))

〈w,ϕ(α(u))v(α(u))〉+

max
w∈∂f(α(u))

‖w‖
h

∫ u+h

u

K‖α(s)− α(u)‖ds+ ε

< −ϕ(α(u))b+
KK ′

h

∫ u+h

u

(s− u)ds+ ε

= −ϕ(α(u))b+
KK ′

h

∫ u+h

u

d

(
s2

2
− us

)
+ ε

= −ϕ(α(u))b+
KK ′h

2
+ ε,

(13)

where the �rst inequality follows from the de�nition of generalized directional derivative, the

�rst equality follows from Lemma 2.1(iii) and the last inequality follows from (8) and (12).

Therefore

f(α(u+ h))− f(α(u)) < −ϕ(α(u))bh+
KK ′h2

2
+ εh 6 −ϕ(α(u))

2
bh < 0. (14)

This implies that f ◦ α is decreasing at u.

It remains to prove the second statement. Assume α(u) ∈ V. In view of (10), we

have ϕ(α(u)) = 1. Moreover, α(u+h)−α(u)
h

∈ Bn by (12). Thus, in view of (9), for all

h ∈
(
0,min

{
b

2KK′
, h0
}]
, by replacing the �rst inequality in (13) by the following one

f(α(u+ h))− f(α(u))

h
< f ◦

[
x;
α(u+ h)− α(u)

h

]
+ ε,

where x ∈ D is a point such that dist(α(u), D) = ‖α(u)−x‖, and repeating the computation

in (13), we get
f(α(u+ h))− f(α(u))

h
< −b+

KK ′h

2
+ ε.

11



Consequently

f(α(u+ h))− f(α(u)) < −bh+
KK ′h2

2
+ εh 6 −bh

2
.

�

Proof of Proposition 3.1. Let

h := min

{
b

2KK ′
, h0

}
> 0.

By construction, it is clear that sup
x∈Dk

dist(x,D) → 0 as k → +∞. Therefore, for k large

enough,

Dk ⊂ V and
1

k
<
hb

2
. (15)

Let us �x such an integer k. For each t ∈ [0, 1], let φ(t, s) be the (unique) trajectory of −ṽ

with the initial condition φ(t, 0) = γk(t), i.e.,

φ(t, s) = γk(t)−
∫ s

0

ṽ(φ(t, s′))ds′.

According to [9, Theorem 9.5], the mapping φ is continuous with respect to t. By construc-

tion, x∗, y∗ 6∈ U and ṽ vanishes outside of U. So

φ(0, s) = γk(0) = x∗ and φ(1, s) = γk(0) = y∗ for all s.

Consequently φ(·, h) ∈ A. We will show that f(φ(t, h)) < c for any t ∈ [0, 1] which contra-

dicts (2). Note that for t ∈ [0, 1] such that φ(t, 0) = γk(t) 6∈ Dk, in light of Lemma 3.4, one

has

f(φ(t, h)) 6 f(φ(t, 0)) = f(γk(t)) < c. (16)

Thus it is enough to consider t ∈ [0, 1] such that γk(t) ∈ Dk. Observe that for all such

t, we have ϕ(φ(t, 0)) = 1 in light of (10) and (15). Therefore, by Lemma 3.4, the fact

γk ∈ A
(
R0,

1
k

)
and (15), we get

f(φ(t, h)) < f(φ(t, 0))− bh

2
< c+

1

k
− bh

2
< c. (17)

Now, from (16) and (17), it follows that f(φ(t, h)) < c for all t ∈ [0, 1]. This contradicts the

de�nition of c given by (2) and so ends the proof of Proposition 3.1. �

Proposition 3.2. If limε→0+ R(ε) = +∞ then c ∈ T∞(f).

Let us make some preparation before proving Proposition 3.2. Recall that the set

A(r, ε) and the real number R(ε) are de�ned respectively by (6) and (7). Let ε′ > 0. For any

γ ∈ A(R(ε) + ε′, ε), we have γ \ BnR(ε) 6= ∅, so the set

I = I(γ) := {t ∈ [0, 1] : ‖γ(t)‖ > R(ε)}

is non-empty.

12



Lemma 3.5. For all ε > 0 small enough, we have

f−1(c+ ε) 6= ∅ and R(ε) > max{‖x∗‖, ‖y∗‖}.

Moreover, for all ε′ > 0 (depending on ε) small enough, there is a piecewise linear curve

γ ∈ A(R(ε) + ε′, ε) such that f(γ(t)) > c for all t ∈ I = I(γ).

Proof. The �rst statement is clear so let us prove the second one. For this, let ε′ > 0 be such

that

2ε′ < min
{

dist
(
{f 6 c} ∩ BnR(ε)+1, f

−1 (c+ ε/2)
)
, R(ε)− ‖x∗‖, R(ε)− ‖y∗‖, 2

}
. (18)

Pick an arbitrary β ∈ A(R(ε) + ε′, ε), we will deform β to get the desired curve. Set

g(t) :=


‖β(t)‖ if ‖β(t)‖ 6 R(ε)− ε′

or f(β(t)) > c+ ε/2

max

{
R(ε)− ε′,
‖β(t)‖ − dist

(
β(t), f−1 (c+ ε/2)

) } otherwise.

Let us show that g is continuous on [0, 1]. Observe that the function

[0, 1]→ R, t 7→ max
{
R(ε)− ε′, ‖β(t)‖ − dist

(
β(t), f−1 (c+ ε/2)

)}
is continuous. Thus, it is clear that g is continuous at any t ∈ [0, 1] such that

‖β(t)‖ 6= R(ε)− ε′ and f(β(t)) 6= c+ ε/2.

It remains to show that g is continuous at any t ∈ [0, 1] such that

‖β(t)‖ = R(ε)− ε′ or f(β(t)) = c+ ε/2.

Firstly, let t ∈ [0, 1] be such that ‖β(t)‖ = R(ε) − ε′. Suppose that tk ∈ [0, 1] is a sequence

such that tk → t with ‖β(tk)‖ > R(ε) − ε′, we need to show that g(tk) → g(t) (note that if

such a sequence does not exist, then g is continuous at t obviously). For this, it is enough

to assume that

‖β(tk)‖ − dist
(
β(tk), f

−1 (c+ ε/2)
)
> R(ε)− ε′ (19)

for all k and show that

‖β(tk)‖ − dist
(
β(tk), f

−1 (c+ ε/2)
)
↘ R(ε)− ε′ = ‖β(t)‖.

This is equivalent to show that dist (β(tk), f
−1 (c+ ε/2))→ 0, i.e.,

dist
(
β(t), f−1 (c+ ε/2)

)
= 0.

On the other hand, from (19), we get

‖β(tk)‖ > R(ε)− ε′ + dist
(
β(tk), f

−1 (c+ ε/2)
)
.
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Letting k → +∞, we get

‖β(t)‖ > R(ε)− ε′ + dist
(
β(t), f−1 (c+ ε/2)

)
= ‖β(t)‖+ dist

(
β(t), f−1 (c+ ε/2)

)
.

Hence dist (β(t), f−1 (c+ ε/2)) = 0 and so g is continuous at any t ∈ [0, 1] such that ‖β(t)‖ =

R(ε) − ε′. Now we show that g is continuous at any t ∈ [0, 1] such that f(β(t)) = c + ε/2.

Let tk ∈ [0, 1] be a sequence such that tk → t. Without loss of generality, assume that

‖β(t)‖ > R(ε)− ε′ and ‖β(tk)‖ 6= ‖β(t)‖ for all k. Note that

‖β(tk)‖ − dist
(
β(tk), f

−1 (c+ ε/2)
)
→ ‖β(t)‖ − dist

(
β(t), f−1 (c+ ε/2)

)
= ‖β(t)‖.

Thus, for k large enough,

‖β(tk)‖ − dist
(
β(tk), f

−1 (c+ ε/2)
)
> R(ε)− ε′

Hence, by de�nition,

g(tk) = ‖β(tk)‖ − dist
(
β(tk), f

−1 (c+ ε/2)
)

which yields g(tk) → ‖β(t)‖. Consequently g is continuous at any t ∈ [0, 1] such that

f(β(t)) = c+ ε/2 and so is continuous on [0, 1].

Set

ζ(t) :=

 g(t)
β(t)

‖β(t)‖
if β(t) 6= 0

0 if β(t) = 0.

We will show that ζ has the desired properties except being piecewise linear. It is clear that

ζ(t) is continuous and

‖ζ(t)‖ 6 ‖β(t)‖ 6 R(ε) + ε′ for any t ∈ [0, 1].

By (18) and by the de�nition of the function g, it follows that ζ(0) = β(0) = x∗ and ζ(1) =

β(1) = y∗. Moreover, for all t ∈ [0, 1] such that ‖β(t)‖ > R(ε)− ε′ and f(β(t)) < c+ ε/2, we

have

‖β(t)− ζ(t)‖ = ‖β(t)‖ − g(t) = min {‖β(t)‖ − (R(ε)− ε′), dist (β(t), f−1 (c+ ε/2))}
6 dist (β(t), f−1 (c+ ε/2)) .

This, together with the fact f(β(t)) < c + ε/2, implies f(ζ(t)) 6 c + ε/2. Consequently

ζ ∈ A(R(ε)+ε′, ε). Now we show that f(ζ(t)) > c for all t ∈ I(ζ). Assume that ‖ζ(t)‖ > R(ε),

then ‖β(t)‖ > R(ε) and so

ε′ > ‖β(t)− ζ(t)‖ = dist
(
β(t), f−1 (c+ ε/2)

)
.

Combining this with (18) gives

dist (ζ(t), f−1 (c+ ε/2)) 6 ‖β(t)− ζ(t)‖+ dist (β(t), f−1 (c+ ε/2))

< 2ε′ < dist
(
{f 6 c} ∩ BnR(ε)+1, f

−1 (c+ ε/2)
)

6 dist
(
{f 6 c} ∩ BnR(ε)+ε′ , f

−1 (c+ ε/2)
)
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which yields f(ζ(t)) > c.

Finally, we need to deform ζ to get the desired curve. Set

λ := min

{
c+ ε− max

t∈[0,1]
f(ζ(t)), min

t∈I(ζ)
f(ζ(t))− c

}
> 0.

Since ζ and f are continuous on [0, 1] and BnR(ε)+ε′ , respectively, they are uniformly continuous

on the respective sets by the Heine�Cantor theorem. Thus there are constants ν, ν ′ > 0 such

that

‖ζ(t)− ζ(s)‖ < ν for t, s ∈ [a, b] with |t− s| < ν ′

and

|f(x)− f(y)| < λ for x, y ∈ BnR(ε)+ε′ with ‖x− y‖ < ν.

Let a =: T0 < T1 < · · · < Tq := b be a �nite sequence such that |Ti − Ti−1| < ν ′, for

i = 1, . . . , q and let γ : [0, 1] → BnR(ε)+ε′ be the continuous piecewise linear curve de�ned by

the sequence {ζ(T0), . . . , ζ(Tq)} so γ(0) = ζ(0), γ(1) = ζ(1). It is not hard to check the

following facts:

(a) ‖γ(t)‖ 6 R(ε) + ε′ for any t ∈ [0, 1];

(b) max{|f(γ(t))− f(ζ(Ti−1))|, |f(γ(t))− f(ζ(Ti))|} < λ for t ∈ [Ti−1, Ti] (i = 1, . . . , q).

For all t ∈ [0, 1], let i be such that t ∈ [Ti−1, Ti]. By (b), we have

f(γ(t)) 6 f(γ(Ti)) + |f(γ(t))− f(γ(Ti))| = f(ζ(Ti)) + |f(γ(t))− f(ζ(Ti))|
< f(ζ(Ti)) + λ 6 f(ζ(Ti)) + c+ ε−maxs∈[0,1] f(ζ(s)) 6 c+ ε.

Combining this with (a) yields

γ ∈ A(R(ε) + ε′, ε).

We will show that f(γ(t)) > c for all t ∈ I = I(γ), which ends the proof of the lemma. Pick

arbitrarily t ∈ I and assume that [ζ(Ti−1), ζ(Ti)] is the line segment containing γ(t). Since

‖γ(t)‖ > R(ε), it follows that max{‖ζ(Ti−1)‖, ‖ζ(Ti)‖} > R(ε). Without loss of generality,

assume that ‖ζ(Ti)‖ > R(ε), so ζ(Ti) ∈ I(ζ). From this and (b), we get

f(γ(t)) > f(γ(Ti))− |f(γ(t))− f(γ(Ti))| = f(ζ(Ti))− |f(γ(t))− f(ζ(Ti))|
> f(ζ(Ti))− λ > f(ζ(Ti))−mint∈I(ζ) f(ζ(t))− c > c.

The lemma is proved. �

Now the proof needs the following key lemma.

Lemma 3.6. Let ε > 0 be as in Lemma 3.5. Then there are x ∈ X := f−1([c, c+ ε]) ∩ Sn−1R(ε)

and v ∈ ∂f(x) such that x and v are linear dependent.

Proof. The construction in the proof is illustrated in the �gure below.
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X
Sn−1
R(ε)

γ̃(T̃0)

γ(T0)

γ(T1)

γ̃(T1)

γ(Tk−1)

γ̃(Tk−1)

γ(Tk)

γ̃(Tk)

γ(Tk+1)

γ̃(Tk+1)

γ(Tq−1)

γ̃(Tq−1)

γ(Tq)

γ̃(T̃q)

Wi0

Wik−1 Wik Wiq−1

Zi0

Zik−1
Zik

Ziq−1

ηi0 ηiq−1ηik−1 ηik

ηi0 (Wi0 )

w0 w̃1

ηiq−1 (Wiq−1 )

zq−1

wq−1 w̃q

ηik−1
(Wik−1

)

zk−1

wk−1 w̃k

ηik (Wik )

zk

wk w̃k+1

Consider the mapping F : Rn → R2 de�ned by F (x) := (f(x), ‖x‖2). In light of [8,

Proposition 2.6.2(e)], for x 6= 0, we have

∂F (x) ⊂ ∂f(x)× {2x} =

{(
v

2x

)
: v ∈ ∂f(x)

}
.

Assume for contradiction that x and v are linearly independent for all x ∈ X and all v ∈
∂f(x). Then we have rank(w) = 2 for all x ∈ X and all w ∈ ∂F (x). In view of Lemma 3.3, for

each x ∈ X, there exist an open neighborhood Wx of x and a bi-Lipschitz homeomorphism

ηx : Wx → ηx(Wx) ⊂ Rn with ηx(x) = 0 such that

F ◦ η−1x (u1, u2, . . . , un) = (u1, u2) + F (x) = (u1, u2) + (f(x), R(ε)2), (20)

for all u = (u1, . . . , un) ∈ ηx(Wx). For each x, shrinking Wx if necessary so that x∗, y∗ 6∈ Wx.

It is clear that there is ρx > 0 such that

Bx := {u ∈ Rn : |ui| < ρx, i = 1, . . . , n} ⊂ ηx(Wx).

ShrinkingWx more if necessary so that Bx = ηx(Wx). By construction, for any (u1, . . . , un) ∈
Bx, (20) is equivalent to the following equalities

f(η−1x (u1, u2, . . . , un)) = u1 + f(x) and ‖η−1x (u1, u2, . . . , un)‖2 = u2 +R(ε)2. (21)

Let Zx ⊂ Wx be an open ball centered at x. As {Zx : x ∈ X} is an open cover of X, by

compactness, there are distinct points {x1, . . . , xp} ∈ X such that

X ⊂
p⋃
i=1

Zxi .
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Let λ > 0 be the constant depending on the cover {Zxi : i = 1, . . . , p} given by Lemma 3.1

and L > 1 be a common Lipschitz constant for η1 := ηx1 , . . . , ηp := ηxp , η
−1
1 , . . . , η−1p . Set

ν := λ
2L2 . Let ε

′ > 0 and γ be, respectively, the constant and the piecewise linear curve

depending on ε′ determined by Lemma 3.5. We will show that if ε′ > 0 is small enough, then

γ \ BnR(ε) ⊂ Nν(f
−1[c, c+ ε] ∩ Sn−1R(ε)). (22)

Indeed, assume for contradiction that for all k > 0 large enough, there is γk ∈ A
(
R(ε) + 1

k
, ε
)

and

yk ∈ γk \ (BnR(ε) ∪Nν(f
−1[c, c+ ε] ∩ Sn−1R(ε))) 6= ∅.

Observe that R(ε) 6 ‖yk‖ 6 R(ε) + 1
k
. So by compactness, the sequence yk has at least

a cluster point, say y0. Clearly ‖y0‖ = R(ε). In addition, as c < f(yk) 6 c + ε in view of

Lemma 3.5, one has c 6 f(y0) 6 c+ ε. Hence

y0 ∈ f−1[c, c+ ε] ∩ Sn−1R(ε).

On the other hand, since yk 6∈ Nν(f
−1[c, c+ ε] ∩ Sn−1R(ε)), it follows that

dist(yk, f−1[c, c+ ε] ∩ Sn−1R(ε)) > ν.

By letting k → +∞, we get

dist(y0, f−1[c, c+ ε] ∩ Sn−1R(ε)) > ν,

which is a contradiction. Therefore (22) must hold for ε′ > 0 su�ciently small. We will

deform γ to get an other piecewise linear curve γ̃ ∈ A(R(ε), ε) such that ‖γ̃(t)‖ < R(ε) for

any t ∈ [0, 1]. As γ is piecewise linear, γ \ BnR(ε) has �nitely many connected components.

Without loss of generality, assume that γ \ BnR(ε) is connected. In fact, if γ \ BnR(ε) is not

connected, then it is enough to apply the process below on each connected component of

γ \ BnR(ε).

Let [a, b] ⊂ (0, 1) be the interval such that γ(t) > R(ε) if and only if t ∈ [a, b]. In view

of Lemma 3.2, there exist �nite sequences a =: T0 < · · · < Tq := b and i0 6= i1 6= · · · 6= iq−1

with ik ∈ {1, . . . , p} (k = 0, . . . , q) such that:

(a) γ[Tk−1, Tk] ⊂ Wik−1
for k = 1, . . . , q; and

(b) η−1ik (wk) ∈ Wik−1
∩Wik for k = 1, . . . , q − 1, where

zk := ηik(γ(Tk)) and wk := (zk1 , w
k
2 , z

k
3 , . . . , z

k
n)

with

wk2 =

{
−zk2 if zk2 6= 0

− λ
L

if zk2 = 0.
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Since γ is continuous, for δ > 0 small enough, we have

a− δ ∈ [0, 1], b+ δ ∈ [0, 1],

γ(a− δ) ∈ Wi0 and γ(b+ δ) ∈ Wiq−1 .

Let

a− δ =: T̃0 < T̃1 := T1 < · · · < T̃q−1 := Tq−1 < T̃q := b+ δ,

w0 := ηi0(γ(T̃0)) ∈ ηi0(Wi0) = Bxi0
, w̃q := ηiq−1(γ(T̃q)) ∈ ηiq−1(Wiq−1) = Bxiq−1

(23)

and

w̃k := ηik−1
(η−1ik (wk)) for k = 1, . . . , q − 1.

De�ne the curve

γ̃(t) :=

{
γ(t) if t ∈ [0, 1] \ (T̃0, T̃q)

η−1ik−1

[
wk−1 + t−T̃k−1

T̃k−T̃k−1
(w̃k − wk−1)

]
if t ∈ [T̃k−1, T̃k] (k = 1, . . . , q).

We note the following facts:

• γ̃(T̃0) = η−1i0 (w0) = γ(T̃0),

• η−1ik (wk) = η−1ik−1
(w̃k) for k = 1, . . . , q − 1,

• γ̃(T̃q) = η−1iq−1
(w̃q) = γ(T̃q), and

• wk−1, w̃k ∈ Bxik
for k = 1, . . . , q.

Thus γ̃ is continuous. We will prove that ‖γ̃(t)‖ < R(ε) and f(γ̃(t)) < c+ ε for any t ∈ [0, 1],

which contradicts the de�nition of R(ε). Clearly,

‖γ̃(t)‖ < R(ε) and f(γ̃(t)) < c+ ε for all t ∈ [0, 1] \ (T̃0, T̃q).

So it remains to show that ‖γ̃(t)‖ < R(ε) and f(γ̃(t)) < c+ ε for all t ∈ (T̃0, T̃q).

This and (23) implies

‖η−1i0 (w0)‖ = ‖γ(T̃0)‖ < R(ε) and ‖η−1iq−1
(w̃q)‖ = ‖γ(T̃q)‖ < R(ε).

On the other hand, by (21),

‖η−1i0 (w0)‖2 = w0
2 +R(ε)2 and ‖η−1iq−1

(w̃q)‖2 = w̃q2 +R(ε)2.

Hence

w0
2 < 0 and w̃q2 < 0. (24)

In light of (21), (b) and the fact T̃k = Tk ∈ [a, b] = I(γ) for k = 1, . . . , q − 1, we have

zk2 +R(ε)2 = ‖η−1ik (zk)‖2 = ‖γ(T̃k)‖2 > R(ε)2.

So zk2 > 0. By construction, it follows that

wk2 < 0 for k = 1, . . . , q − 1. (25)
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Hence

w̃k2 +R(ε)2 = ‖η−1ik−1
(w̃k)‖2 = ‖η−1ik (wk)‖2 = wk2 +R(ε)2 < R(ε)2,

where the �rst and third equalities follows from (21). This yields

w̃k2 < 0 for k = 1, . . . , q − 1. (26)

Combining (24), (25) and (26), we get

wk−1, w̃
k ∈ Bxik−1

∩ {u ∈ Rn : u2 < 0} for k = 1, . . . , q. (27)

As γ ∈ A(R(ε) + ε′, ε), we get

f(γ(T̃0)) < c+ ε and f(γ(T̃q)) < c+ ε.

On the other hand, by (21) and the facts γ(T̃0) ∈ Wi0 and γ(T̃q) ∈ Wiq−1 (by (23)), we get

f(γ(T̃0)) = w0
1 + f(xi0) and f(γ(T̃q)) = w̃q1 + f(xiq−1).

Thus

w0
1 < c+ ε− f(xi0) and w̃q1 < c+ ε− f(xiq−1). (28)

In view of (21), for k = 1, . . . , q − 1, we have

f(η−1ik (wk)) = wk1 + f(xik) = zk1 + f(xik) = f(η−1ik (zk)) = f(γ(T̃k)) < c+ ε.

So

wk1 < c+ ε− f(xik) for k = 1, . . . , q − 1. (29)

In addition,

w̃k1 + f(xik−1) = f(η−1ik−1
(w̃k)) = f(η−1ik (wk)) < c+ ε.

This implies

w̃k1 < c+ ε− f(xik−1) for k = 1, . . . , q − 1. (30)

From (28), (29) and (30), we get

wk−1, w̃
k ∈ Bxik−1

∩ {u ∈ Rn : u1 < c+ ε− f(xik−1)} for k = 1, . . . , q. (31)

Now for k = 1, . . . , q, by (27) and (31), we get

wk−1, w̃k ∈ Bxik−1
∩ {u ∈ Rn : u1 < c+ ε− f(xik−1), u2 < 0}.

By convexity, Bxik−1
∩ {u ∈ Rn : u1 < c + ε − f(xik−1), u2 < 0} also contains the segment

[wk−1, w̃k] joining wk−1 and w̃k. Clearly for any w = (w1, . . . , wn) ∈ [wk−1, w̃k], we have

w1 < c+ ε− f(xik−1) and w2 < 0.

This and (21) yield

f(η−1ik−1
(w)) = w1 + f(xik−1) < c+ ε and ‖η−1ik−1

(w)‖ =
√
w2 +R(ε)2 < R(ε).
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Consequently ‖γ̃(t)‖ < R(ε) for any t ∈ (T̃0, T̃q) and so this holds for all t ∈ [0, 1]. This

contradiction ends the proof of the lemma. �

Now we are in position to �nish the proof of Proposition 3.2.

Proof of Proposition 3.2. For each integer k > 0 large enough such that ε = 1
k
satis�es the

assumptions of Lemma 3.5, in view of Lemma 3.6, there are xk ∈ Xk := f−1[c, c+ 1
k
]∩Sn−1

R( 1
k)

and vk ∈ ∂f(xk) such that xk and vk are linear dependent. Since R
(
1
k

)
→ +∞ as k → +∞,

we have xk →∞. Furthermore, it is clear that f(xk)→ c. Consequently c ∈ T∞(f). �
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