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Abstract. Let u ∈ C([0,∞);L3(R3)) be a strong solution of the Cauchy
problem for the 3D Navier-Stokes equations with the initial value u0. We
prove that the time decay rates of u in the L3-norm coincide with ones of the
heat equation with the initial value |u0|. Our proofs use the theory about the
exitstence of local strong solutions, time decay rates of strong solutions when
the initial value is small enough, and uniqueness arguments.

1. Introduction

We consider the Cauchy problem of the incompressible Navier-Stokes equa-
tions in the whole space R3 ut −∆u+∇ ·

(
u⊗ u

)
+∇p = 0,

div u = 0,
u(0, x) = u0.

(1.1)

The unknown quantities are the velocity u(t, x) = (u1(t, x), u2(t, x), u3(t, x)) of
the fluid element at time t and position x and the pressure p(t, x).

The global existence of weak solutions goes back to Leray [23] and Hopf [13].
The global well-posedness of strong solutions for small initial data in the critical
Sobolev space Ḣ1/2 is due to Fujita and Kato [9], also in [8], Chemin has proved

the case of Ḣs, s > 1/2. In [14], Kato has proved the case of the Lebesgue space
L3 (see also [15, 16, 17, 18, 19]). In [20], Koch and Tataru have proved the case
of the space BMO−1.

The L2 decay for weak solutions is due to Kato [14], he proved that the Leray
weak solutions of the Navier-Stokes equations in Rn exist when n ≤ 4 and tend to
zero in L2 as t→∞. The argument of Kato is based on the fact that Leray weak
solution becomes a strong solution after a finite time. On the other hand, Wiegner
[25] showed that if the solution et∆u0 to the heat equation with the initial data
u0 ∈ L2(Rn) satisfies

∥∥et∆u0

∥∥
2
≤ C(1 + t)−α for some C > 0 and α > 0, then

there exists a weak solution u such that ‖u(t)‖2 ≤ C(1 + t)−min{α,(n+2)/2}.
For the large time behaviour of strong solution, it is well known that if u ∈

C([0,∞), X) is a global solution for some divergence-free u0 ∈ X, where X is

either Ḣ
1
2 (R3) or L3(R3). Then lim

t→∞

∥∥u(t)
∥∥
X

= 0. These results were proved

for X = Ḣ
1
2 (R3) in [10] and for L3(R3) in [11]. Benameur [2] proved that if

u ∈ C([0,∞), χ−1) is a global solution, then ‖u(t)‖χ−1 decays to zero as time
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goes to infinity, where

χ−1 :=
{
f ∈ D′(R3),

∫
R3

|f̂(ξ)|
|ξ|

dξ <∞
}
.

Our purpose in this paper is to extend the result in [11], we prove that if
u ∈ C([0,∞);L3(R3)) is a strong solution of the Navier-Stokes equations with the
initial value u0 then the time decay rates of u in the L3-norm coincide with ones
of the heat equation with initial value |u0|, see Theorem 2.1, in the particular
α = 0 then we get back the result in [11]. The content of this paper is as follows:
in Section 2, we state our main theorem after introducing some notations. In Sec-
tion 3, we introduce Lorentz spaces, Besov space, and establish some estimates
concerning the heat semigroup with differential. Finally, in Section 4, we will give
the proof of the main theorem.

2. Statement of the results

For T > 0, we say that u is a mild solution of the Navier-Stokes equations
(1.1) on [0, T ] corresponding to a divergence-free initial datum u0 when u solves
the integral equation

u = et∆u0 −
∫ t

0
e(t−s)∆P∇ ·

(
u⊗ u

)
ds.

Above we have used the following notation: for a tensor F = (Fij) we define the

vector ∇.F by (∇.F )i =
∑3

j=1 ∂jFij and for two vectors u and v, we define their

tensor product (u⊗v)ij = uivj . The operator P is the Helmholtz-Leray projection
onto the divergence-free fields

(Pf)j = fj +
∑

1≤k≤3

RjRkfk,

where Rj is the Riesz transforms defined as

Rj =
∂j√
−∆

i.e. R̂jg(ξ) =
iξj
|ξ|
ĝ(ξ)

with ˆ denoting the Fourier transform. The heat kernel et∆ is defined as

et∆u(x) = ((4πt)−3/2e−|.|
2/4t ∗ u)(x).

For a space of functions defined on R3, say E(R3), we will abbreviate it as E.
We denote by Lq := Lq(R3) the usual Lebesgue space for q ∈ [1,∞] with the
norm ‖.‖q, and we do not distinguish between the vector-valued and scalar-valued
spaces of functions. Given a Banach space E with norm ‖.‖E , we denote by
BC([0, T );E), set of bounded continuous functions f(t) defined on (0, T ) with
values in E such that sup

0<t<T
‖f(t)‖E < +∞. For any collection of Banach spaces

(Xm)Mm=1 and X = X1 ∩ ... ∩ Xm, we set ‖g‖X =
∑m=M

m=1 ‖g‖Xm . Similarly,

for a vector-valued function f = (f1, ..., fM ), we define ‖f‖X =
∑m=M

m=1 ‖fm‖X .
Throughout the paper, we sometimes use the notation A . B as an equivalent
to A ≤ CB with a uniform constant C. The notation A ' B means that A . B
and B . A. Now we can state our main results
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Theorem 2.1. Let u ∈ C([0,∞);L3(R3)) be a mild solution of the Navier-Stokes
equations (1.1) with the initial value u0. Then
(a) If

∥∥et∆|u0|
∥∥

3
= o(t−α) with 0 ≤ α < 1, then

∥∥u(t)
∥∥

3
= o(t−α).

(b) If
∥∥et∆|u0|

∥∥
3

= O(t−α) with 0 ≤ α ≤ 1, then
∥∥u(t)

∥∥
3

= O(t−α).

(c) If u0 ∈ Lp,r(R3) with 1 < p < 3, 1 ≤ r <∞, then
∥∥et∆|u0|

∥∥
3

= o
(
t
− 1

2

(
3
p
−1
))

.

(d) If |u0| ∈ Ḃ−2α,∞
3 (R3) with 0 ≤ α ≤ 1, then

∥∥et∆|u0|
∥∥

3
= O

(
t−α
)
.

3. Tools from harmonic analysis

Definition 3.1. (Lorentz spaces. (See [1].)
Let Ω ⊆ R3, 1 ≤ p, r ≤ ∞. The Lorentz spaces Lp,r(Ω) is defined as follows: A
measurable function f ∈ Lp,r(Ω) if and only if∥∥f∥∥

Lp,r
(Ω) :=

(
r
p

∫∞
0 (t

1
p f∗(t))r dt

t

) 1
r <∞ when 1 ≤ r <∞,∥∥f∥∥

Lp,∞
(Ω) := sup

t>0
t

1
p f∗(t) <∞ when r =∞,

where f∗(t) = inf
{
τ : L3({x ∈ Ω : |f(x)| > τ}) ≤ t

}
, with L3 being the Lebesgue

measure in R3.
Lemma 3.1. (Young’s inequality for convolution in Lorentz spaces).
Let 1 < r, p, q <∞ and 1 ≤ r̄, p̄, q̄ ≤ ∞ satisfy the relations

1 +
1

r
=

1

p
+

1

q
and

1

r̄
=

1

p̄
+

1

q̄
.

Suppose that f ∈ Lp,p̄(R3) and g ∈ Lq,q̄(R3). Then f ∗ g ∈ Lr,r̄(R3) and the
following inequality holds ∥∥f ∗ g∥∥

Lr,r̄
.
∥∥f∥∥

Lp,p̄

∥∥g∥∥
Lq,q̄

. (3.1)

Proof. See Proposition 2.4 in ([21], p. 20). �

In this paper we use the definition of the homogeneous Besov space Ḃs,p
q in

[3, 4]. The following lemma will provide a different characterization of Besov

spaces Ḃs,p
q in terms of the heat semigroup.

Lemma 3.2.
Let 1 ≤ p, q ≤ ∞ and s < 0. Then the two quantities(∫ ∞

0
(t−

s
2

∥∥et∆f
∥∥
Lq

)p
dt

t

) 1
p
and

∥∥f∥∥
Ḃs,pq

are equivalent.

Proof. See Theorem 5.4 in ([22], p. 45). �

In this section we prepare some auxiliary lemmas, we first establish the Lp−Lq
estimate for the heat semigroup with differential.

Lemma 3.3. Assume that α = (α1, α2, α3) ∈ N3, t > 0 and 1 ≤ p ≤ q ≤ ∞.
Then for all f ∈ Lp we have

tβDαet∆f ∈ BC([0,∞);Lq(R3)) and
∥∥Dαet∆f

∥∥
q
≤ Cp,q,αt−β‖f‖p.

where Dα = ∂α1
x1
∂α2
x2
∂α3
x3
, |α| = α1 + α2 + α3, β = 3

2(1
p −

1
q ) + |α|

2 , and Cp,q,α is a

positive constant which depends only on p, q, and α.

Proof. See [24]. �
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The main property we use throughout this paper is that the operator et∆P is
a matrix of convolution operators with bounded integrable kernels.

Lemma 3.4. For t > 0, the operator Ot = et∆P is a convolution operator Otf =
Kt ∗ f , where the kernel Kt satisfies Kt(x) = 1

t
3
2
K
(
x√
t

)
for a smooth function K

such that
(1 + |x|)3+|α|DαK ∈ L∞(R3),

where |x| =
(∑3

i=1 x
2
i

)1/2
, x = (x1, x2, x3), α = (α1, α2, α3).

Proof. See [21]. �

4. Proof of the theorem

In this section we shall give the proofs of Theorem 2.1. We now need some
theorems and lemmas
Lemma 4.1. Assume that α = (α1, α2, α3) ∈ N3, t > 0 and 1 ≤ p < q ≤ ∞.
Then for all f ∈ Lp we have

tβDαet∆Pf ∈ BC([0,∞);Lq(R3)) and
∥∥Dαet∆Pf

∥∥
q
≤ Cp,q,αt−β‖f‖p,

where β = 3
2(1
p −

1
q ) + |α|

2 and Cp,q,α is a positive constant which depends only on

p, q, and α.

Proof. Applying Lemma 3.4 and Young’s inequality in order to obtain∥∥Dαet∆Pf
∥∥
q

=
1

t
3+|α|

2

∥∥∥∂αK( ·√
t

)
∗ f
∥∥∥
q
≤ t−

3+|α|
2

∥∥∥∂αK( ·√
t

)∥∥∥
1

1+ 1
q−

1
p

‖f‖p

= t
− 3

2
( 1
p
− 1
q

)− |α|
2
∥∥∂αK∥∥ 1

1+ 1
q−

1
p

‖f‖p = Ct
− 3

2
( 1
p
− 1
q

)− |α|
2 ‖f‖p.

�

Lemma 4.2.
(a) If θ < 1, γ < 1, and t > 0 then∫ t

0
(t− s)−γs−θds = C1t

1−γ−θ, where C1 =

∫ 1

0
(1− s)−γs−θds <∞.

(b) If θ < 1 then∫ t
2

0
(t− s)−γs−θds = C2t

1−γ−θ, where C2 =

∫ 1
2

0
(1− s)−γs−θds <∞.

(c) If γ < 1 then∫ t

t
2

(t− s)−γs−θds = C3t
1−γ−θ, where C3 =

∫ 1

1
2

(1− s)−γs−θds <∞.

The proof of this lemma is elementary and may be omitted. �

Theorem 4.1. For any u0 ∈ L3(R3), div (u0) = 0, and any T > 0, there
exists at most one mild solution to the Navier-Stokes equations (1.1) such that
u ∈ C([0, T );L3(R3)).

Proof. See [21, 22]. �
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Theorem 4.2. Let u ∈ C
(
[0,∞);L3(R3)

)
be a mild solution of the Navier-Stokes

equations (1.1) then lim
t→∞

∥∥u(t)
∥∥

3
= 0.

Proof. See [11]. �

Theorem 4.3. Let u0 ∈ L3 and div (u0) = 0. Then there exists a positive
constant δ such that if

∥∥u0

∥∥
3
≤ δ, then the Navier-Stokes equations has a unique

solution u satisfies

t
1
2

(
1− 3

q

)
u ∈ BC

(
[0,∞);Lq(R3) and t

1− 3
2q∇u ∈ BC

(
[0,∞);Lq(R3) for all q ≥ 3.

Proof. See [12]. �

We prove the following result on solutions of a quadratic equation in Banach
spaces which is a generalization of Theorem 22.4 in [22], p. 227.

Lemma 4.3. Let E and F be two normed spaces such that E ∩ F is a well-
defined Banach space with the norm ‖x‖E∩F := ‖x‖E + ‖x‖F . Assume that B is
a bounded bilinear operator from E×E to E, form E×F to F , and form F ×E
to F such that there exists a positive constant γ > 0 such that

‖B(x, y)‖E ≤ γ‖x‖E‖y‖E , for all x ∈ E and y ∈ E,
‖B(x, y)‖F ≤ γ‖x‖E‖y‖F , for all x ∈ E and y ∈ F,
‖B(x, y)‖F ≤ γ‖x‖F ‖y‖E , for all x ∈ F and y ∈ E.

Then for any fixed y ∈ E ∩ F such that ‖y‖E < 1
4γ , the equation x = y −B(x, x)

has a unique solution x ∈ E ∩ F satisfying ‖x‖E < 1
2γ .

Proof. The uniqueness of x̄ in E ∩ F is obvious it is even unique in E. Thus, we
need to prove the existence of x̄ in E ∩ F . Let xn be defined by

x0 = y and xn+1 = y −B(xn, xn).

By induction, we can easily prove that

‖xn‖E < 2‖y‖E
for any n. It follows that {xn}∞n=0 is a Cauchy sequence in E. We will show that
{xn}∞n=0 is also a Cauchy sequence in F . Indeed, we have

‖x1 − x0‖F = ‖B(y, y)‖F ≤ γ‖y‖E‖y‖F ,
‖xn+1 − xn‖F = ‖B(xn, xn − xn−1) +B(xn − xn−1, xn−1)‖F

≤ γ‖xn‖E‖xn − xn−1‖F + γ‖xn−1‖E‖xn − xn−1‖F
< 4γ‖y‖E‖xn − xn−1‖F , with 4γ‖y‖E < 1.

An elementary computation leads to

lim
m,n→∞

‖xn − xm‖F = 0.

This proves that {xn}∞n=0 is a Cauchy sequence in F . Therefore {xn}∞n=0 is a
Cauchy sequence in E∩F , so {xn}∞n=0 converges in E∩F to an element x ∈ E∩F .
We thus obtain, from ‖xn‖E < 2‖y‖E , that ‖x‖E ≤ 2‖y‖E < 1

2γ . The proof of

Lemma is complete. �
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In order to proceed, we use the auxiliary space KqT , 3 ≤ q ≤ ∞ which is made
up of the functions u(t, x) such that

t
1
2

(1− 3
q

)
u(t) ∈ BC

(
[0, T );Lq(R3)

)
and

lim
t→0

t
1
2

(1− 3
q

)∥∥u(t)
∥∥
q

= 0. (4.1)

In the case q = 3, it is also convenient to define the space K3 as the natural
subspace of C([0, T );L3(R3)).
The space KqT is equipped with the norm∥∥u∥∥KqT := sup

0≤t≤T
t

1
2

(1− 3
q

)∥∥u(t, x)
∥∥
q
<∞. (4.2)

The space KqT was introduced by Weissler and systematically used by Kato [14]
and Cannone [6].

In the following lemmas a particular attention will be devoted to study of the
bilinear operator B(u, v)(t) defined by

B(u, v)(t) =

∫ t

0
e(t−s)∆P∇ ·

(
u⊗ v

)
ds.

Lemma 4.4. The bilinear operator B is bicontinuous from KqT × K
q
T to KpT for

any 3 ≤ p <
3q

6− q
if 3 < q < 6; any 3 ≤ p < ∞ if q = 6; and

q

2
≤ p ≤ ∞ if

6 < q <∞ and the following inequality holds

‖B(u, v)‖KpT ≤ C‖u‖KqT ‖v‖KqT for all u, v ∈ KqT
where C is a positive constant independent of T .

Proof. See [5, 7]. �

Lemma 4.5. If u0 ∈ L3(R3) then et∆u0 ∈ Kq∞ and
∥∥et∆u0

∥∥
Kq∞
≤ ‖u0‖3 for all

q ∈ (3,∞].

Proof. See [5, 7]. �

Denote EqT := KqT ∩ K∞T with 3 < q <∞, we have the following lemma

Lemma 4.6. Let 6 < q <∞, T > 0. Then the bilinear operator B is bicontinuous
from EqT × E

q
T to EqT and the following inequality holds

‖B(u, v)‖EqT ≤ C ‖u‖EqT ‖v‖EqT for all u, v ∈ EqT , (4.3)

where C is a positive constant independent of T .

Proof. Applying the Lemma 4.4, it follows that the bilinear operator B is bicon-
tinuous from KqT ×K

q
T to KqT , from KqT ×K

q
T to K∞T , and the following inequalities

hold

‖B(u, v)‖Kq
T
≤ C1‖u‖Kq

T
‖v‖Kq

T
≤ C1‖u‖EqT ‖v‖EqT for all u, v ∈ EqT (4.4)

and

‖B(u, v)‖K∞T ≤ C2‖v‖Kq
T
‖u‖Kq

T
≤ C2‖v‖EqT ‖u‖EqT for all u, v ∈ EqT , (4.5)

where C1 and C2 are positive constants independent of T . The estimate (4.3) is
deduced from the inequalities (4.4) and (4.5). �
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To prove main theorems, we define the auxiliary space Gα, 0 ≤ α ≤ 1 which
is made up of the functions w(x) = (w1(x), w2(x), w3(x)) ∈ L3(R3) such that

sup
t≥0

tα
∥∥et∆|w|∥∥

3
<∞

and
lim
t→∞

tα
∥∥et∆|w|∥∥

3
= 0. (4.6)

The norm of the space Gα is defined by∥∥w∥∥
Gα

:= ‖w‖3 + sup
t≥0

tα
∥∥et∆|w|∥∥

3
.

where

|w(x)| =
( 3∑
i=1

w2
i (x)

)1/2
.

Lemma 4.7. The space Gα is a Banach space which is invariable with translation
in the sense that ∥∥w(· − x0)

∥∥
Gα

=
∥∥w∥∥

Gα
for all x0 ∈ R3.

Proof. Firstly, we will show that Gα is a Banach space. Indeed, let {wn}n≥1 be a
Cauchy sequence in Gα, for any ε > 0 there exists a large enough N such that

‖wn − wm‖3 + sup
t≥0

tα
∥∥et∆|wn − wm|∥∥3

≤ ε for all n ≥ N,m ≥ N.

It follows from the above inequality that {wn}n≥1 is a Cauchy sequence in Banach
space L3, thus there exists w0 ∈ L3 such that

lim
t→∞

∥∥wn − w0

∥∥
3

= 0.

We have∣∣∣tα∥∥et∆|wn − wm|∥∥3
− tα

∥∥et∆|wn − w0|
∥∥

3

∣∣∣ ≤ tα∥∥et∆|wn − wm| − et∆|wn − w0|
∥∥

3

≤ tα
∥∥et∆|wm − w0|

∥∥
3
≤ tα

∥∥wm − w0

∥∥
3
, for all m ≥ N,n ≥ N, and t ≥ 0.

It follows from the above three estimates that

lim
m→∞

tα
∥∥et∆|wn − wm|∥∥3

= tα
∥∥et∆|wn − w0|

∥∥
3
≤ ε for all n ≥ N, t ≥ 0.

Thus, we have

sup
t≥0

tα
∥∥et∆|wn − w0|

∥∥
3
≤ ε for all n ≥ N.

From the above inequality we have

lim
t→∞

∥∥wn − w0

∥∥
Gα

= 0.

Let us now check the validity of condition (4.6) for w0. For any ε > 0 there exists
a large enough N such that

tα
∥∥et∆|wn − w0|

∥∥
3
≤ ε

2
for all n ≥ N, t ≥ 0.

On the other hand, there exists a large enough t0 = t0(N) such that

tα
∥∥et∆|wN |∥∥3

≤ ε

2
.
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From the above two inequalities we have

tα
∥∥et∆|w0|

∥∥
3
≤ tα

∥∥et∆|wN − w0|
∥∥

3
+ tα

∥∥et∆|wN |∥∥3
≤ ε for all t ≥ t0.

Finally, the property
∥∥w(· − x0)

∥∥
Gα

=
∥∥w∥∥

Gα
is derived from the fact that

et∆|w(· − x0)|(x) = (4πt)−
3
2 e−

|·|2
4t ∗ |w(· − x0)|(x) = (4πt)−

3
2 e−

|·|2
4t ∗ |w(·)|(x− x0)

and
∥∥u(· − x0)

∥∥
q

=
∥∥u∥∥

q
for u ∈ Lq, 1 ≤ q ≤ ∞. �

Lemma 4.8. Let h ∈ L1 and w ∈ Gα. Then, h ∗ w ∈ Gα and∥∥h ∗ w∥∥
Gα
≤
∥∥h∥∥

1

∥∥w∥∥
Gα
.

Proof. Applying the Lemma 4.7, we deduce that

∥∥h ∗ w∥∥
Gα

=
∥∥∥∫

R3

h(y)w(· − y)dy
∥∥∥
Gα
≤
∫
R3

|h(y)|‖w(· − y)‖Gαdy

≤
∫
R3

|h(y)|‖w‖Gαdy =
∥∥h∥∥

1

∥∥w∥∥
Gα
.

The Lemma is proved. �

Lemma 4.9. Let h ∈ L∞ and w ∈ Gα. Then, hw ∈ Gα and∥∥hw∥∥
Gα
≤
∥∥h∥∥∞∥∥w∥∥Gα .

Proof. The proof is derived directly from the definition of the space Gα. �

We define auxiliary the space FαT , 0 ≤ α < 1, which is made up of the
measured functions u(t, x) such that

u(t) ∈ Gα for all t ∈ [0, T ] and sup
0≤t≤T

∥∥u(t)
∥∥
Gα

<∞.

We have the following lemma

Lemma 4.10. Let p, α, T ∈ R be such that

0 ≤ α ≤ 1, 3 < q <∞, T > 0.

Then the bilinear operator B is bicontinuous from EqT × FαT to FαT and from
FαT × E

q
T to FαT and the following inequalities hold∥∥B(u, v)(t)

∥∥
FαT
.
∥∥u∥∥

EqT

∥∥v∥∥
FαT

for all u ∈ EqT , v ∈ F
α
T (4.7)

and ∥∥B(u, v)(t)
∥∥
FαT
.
∥∥u∥∥

FαT

∥∥v∥∥
EqT

for all u ∈ FαT , v ∈ E
q
T . (4.8)

8



Proof. Applying Lemmas 3.4, 4.8, 4.9, and 4.2(a) in order to obtain

∥∥B(u, v)(t)
∥∥
Gα

=
∥∥∥∫ t

0

1

(t− s)2
∇K

( ·√
t− s

)
∗
(
u⊗ v

)
ds
∥∥∥
Gα

≤
∫ t

0

1

(t− s)2

∥∥∥∇K( ·√
t− s

)
∗
(
u⊗ v

)∥∥∥
Gα

ds

≤
∫ t

0

1

(t− s)2

∥∥∥∇K( ·√
t− s

)∥∥∥
1

∥∥(u⊗ v)∥∥
Gα

ds

≤
∫ t

0
(t− s)−

1
2 ‖∇K‖1

∥∥(u⊗ v)∥∥
Gα

ds

≤
∫ t

0
(t− s)−

1
2 ‖∇K‖1

∥∥u(s)
∥∥
∞
∥∥v(s)

∥∥
Gα

ds

.
∫ t

0
(t− s)−

1
2

∥∥u(s)
∥∥
∞
∥∥v∥∥

FαT
ds ≤

∥∥v∥∥
FαT

∫ t

0
(t− s)−

1
2 s−

1
2

∥∥u∥∥K∞T ds

=
∥∥u∥∥K∞T ∥∥v∥∥FαT

∫ t

0
(t− s)−

1
2 s−

1
2 ds = C1

∥∥u∥∥K∞T ∥∥v∥∥FαT ≤ C1

∥∥u∥∥
EqT

∥∥v∥∥
FαT
.

This prove the estimate (4.7). By an argument analogous similar to the previous
one, we get the estimate (4.8). �

Lemma 4.11. Let 3 ≤ q <∞, T > 0, and 0 ≤ α ≤ 1. Then
(a) If u0 ∈ L3 then et∆u0 ∈ EqT and ‖et∆u0‖EqT . ‖e

t∆u0‖Kq
T
.

(b) If u0 ∈ Gα then et∆u0 ∈ FαT and
∥∥et∆u0

∥∥
FαT
≤ ‖u0‖Gα.

Proof.
(a) We have by Lemma 4.5 that et∆u0 ∈ Eq∞. It follows from Lemma 3.3 that∥∥et∆u0

∥∥
EqT

= sup
0≤t≤T

t
1
2

∥∥et∆u0

∥∥
∞ + sup

0≤t≤T
t

1
2

(1− 3
q

)∥∥et∆u0

∥∥
q

= sup
0≤t≤T

t
1
2

∥∥e t2 ∆e
t
2

∆u0

∥∥
∞ + sup

0≤t≤T
t

1
2

(1− 3
q

)∥∥et∆u0

∥∥
q

≤ C0 sup
0≤t≤T

t
1
2

(1− 3
q

)∥∥e t2 ∆u0

∥∥
q

+ sup
0≤t≤T

t
1
2

(1− 3
q

)∥∥et∆u0

∥∥
q

≤ C1 sup
0≤t≤T

t
1
2

(1− 3
q

)∥∥et∆u0

∥∥
q

+ sup
0≤t≤T

t
1
2

(1− 3
q

)∥∥et∆u0

∥∥
q

= C2‖et∆u0‖Kq
T
.

(b) Using Lemma 4.8, we have∥∥et∆u0

∥∥
Gα

=
∥∥∥ 1

(4πt)
3
2

e−
|.|2
4t ∗ u0

∥∥∥
Gα
≤
∥∥∥ 1

(4πt)
3
2

e−
|.|2
4t

∥∥∥
1

∥∥u0

∥∥
Gα

=
∥∥u0

∥∥
Gα
.

This prove (b). �

Lemma 4.12. Let p, α, T ∈ R be such that

6 < q < 12, 0 ≤ α ≤ 1, and T > 0.
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Then there exists a positive constant C = C(q, α) such that for all u0 ∈ Gα with
div(u0) = 0 satisfying

sup
0≤t≤T

t
1
2

(1− 3
q

)∥∥et∆u0

∥∥
q
< C, (4.9)

the Navier-Stokes equations (1.1) have a solution u ∈ EqT∩FαT ∩BC
(
[0, T );L3(R3)

)
.

In particular, for arbitrary u0 ∈ L3, there exists T = T (u0) small enough such
that the inequality (4.9) holds.

Proof. Combining Lemma 4.3 with E = EqT , F = FαT , Lemma 4.10, Lemma
4.11, it follows that there exists a positive constant C such that if the following
inequality

‖u0‖Kq
T

= sup
0≤t≤T

t
1
2

(1− 3
q

)∥∥et∆u0

∥∥
q
< C

holds then the Navier-Stokes equations (1.1) has a solution u ∈ EqT∩FαT . It follows

from Lemma 4.4 that B(u, u) ∈ K
q
2
T , we have by Lemma 4.5 that et∆u0 ∈ K

q
2
T

and therefore u = e·∆u0 + B(u, u) ∈ K
q
2
T . Applying again Lemma 4.4, we obtain

B(u, u) ∈ K3
T ⊆ BC

(
[0, T );L3(R3)

)
and therefore u ∈ BC

(
[0, T );L3(R3)

)
. The

uniqueness of u is deduced from Theorem 4.1. Now we show that the condition
(4.9) is valid when T is small enough. Indeed, from the definition of Kq

T , we deduce
that the left-hand side of the inequality (4.9) converges to 0 when T tends to 0.
Therefore the condition (4.9) holds for arbitrary u0 ∈ L3 when T = T (u0) is
small enough.

�

Lemma 4.13. If u ∈ C
(
[0,∞);L3(R3)

)
is a mild solution of the Navier-Stokes

equations (1.1) with the initial value u0 ∈ Gα, then u(t) ∈ Gα for all t > 0.

Proof. Applying Lemma 4.12 and Lemma 4.5, there exists a strong solution v
of the Navier-Stokes equations (1.1) with the initial value u0 on some interval
[0, T ′], where T ′ > 0, so that v(t) ∈ Gα for t ∈ [0, T ′]. Using Theorem 4.1, we
obtain that u = v on [0, T ′], and so u(t) ∈ Gα for t ∈ [0, T ′]. Let

T ∗ = inf{t > 0 : u(t) /∈ Gα}.

Then 0 < T ∗ ≤ ∞ and u(t) ∈ Gα for t ∈ [0, T ∗), we only need prove that
T ∗ =∞. Suppose that T ∗ <∞. Let C be the constant in Lemma 4.12, we have
by continuity that there exists δ1 > 0 such that

∥∥u(t)− u(T ∗)
∥∥

3
≤ C

2
, for all t ∈ [T ∗ − δ1, T

∗].

Let 6 < q < 12, we take a number positive δ2 enough small such that

sup
0<t≤δ2

t
1
2

(1− 3
q

)∥∥et∆u(T ∗)
∥∥
q
≤ C

2
.
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Let δ =
1

2
min{δ1, δ2}. It follows from the above two inequalities that

sup
0<t≤2δ

t
1
2

(1− 3
q

)∥∥et∆u(T ∗ − δ)
∥∥
q

≤ sup
0<t≤2δ

t
1
2

(1− 3
q

)∥∥et∆u(T ∗)
∥∥
q

+ sup
0<t≤2δ

t
1
2

(1− 3
q

)∥∥et∆(u(T ∗)− u(T ∗ − δ)
)∥∥
q

≤ sup
0<t≤δ2

t
1
2

(1− 3
q

)∥∥et∆u(T ∗)
∥∥
q

+
∥∥u(T ∗)− u(T ∗ − δ)

∥∥
3
≤ C.

From the above inequality, applying Lemma 4.12 and Theorem 4.1, we obtain
u(t) ∈ Gα for all t ∈ [T ∗ − δ, T ∗ + δ], which constitutes a contradiction. This
completes the proof of Lemma. �

We define the auxiliary space Qα, 0 ≤ α ≤ 1, which is made up of the
measured functions u(t, x) such that

sup
t≥0

tα‖u(t)‖3 <∞

and
lim
t→∞

tα‖u(t)
∥∥

3
= 0. (4.10)

We have the following lemma

Lemma 4.14. Let p, α ∈ R be such that

0 ≤ α < 1,max{0, 2

3

(
α− 1

2

)
} < 1

q
<

1

3
.

Then the bilinear operator B is bicontinuous from Kq∞×Kq∞ to Kq∞, from Kq∞×Qα
to Qα, from Qα ×Kq∞ to Qα, and the following estimates hold∥∥B(u, v)(t)

∥∥
Kq∞
≤ γ

∥∥u∥∥Kq∞∥∥v∥∥Kq∞ for all u, v ∈ Kq∞, (4.11)∥∥B(u, v)(t)
∥∥
Qα
≤ γ

∥∥u∥∥Kq∞∥∥v∥∥Qα for all u ∈ Kq∞, v ∈ Qα, (4.12)∥∥B(u, v)(t)
∥∥
Qα
≤ γ

∥∥u∥∥
Qα

∥∥v∥∥Kq∞ for all u ∈ Qα, v ∈ Kq∞, (4.13)

where γ is a positive constant.

Proof. The estimate (4.11) is deduced from Lemma 4.4. Applying Lemma 4.1,
Hölder inequality, and Lemma 4.2(a) in order to obtain∥∥B(u, v)(t)

∥∥
3
≤
∫ t

0
(t− s)−

1
2
− 3

2q
∥∥u⊗ v∥∥ 1

1
3 + 1

q

ds

≤
∫ t

0
(t− s)−

1
2
− 3

2q ‖u‖q‖v‖3ds

≤
∫ t

0
(t− s)−

1
2
− 3

2q s
−α− 1

2

(
1− 3

q

)
s

1
2

(1− 3
q

)∥∥u(s)
∥∥
q
sα
∥∥v(s)

∥∥
3
ds

≤
∥∥u∥∥Kq∞∥∥v∥∥Qα

∫ t

0
(t− s)−

1
2
− 3

2q s
−α− 1

2

(
1− 3

q

)
ds

= C1t
−α∥∥u∥∥Kq∞∥∥v∥∥Qα .
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The estimate (4.12) is deduced from the above inequality. Let us now check the
validity of the condition (4.10) for the bilinear term B. Indeed, we have by the
above estimate and the change variable of the variable s = tτ that

tα
∥∥B(u, v)(t)

∥∥
3
≤ tα

∫ t

0
(t− s)−

1
2
− 3

2q
∥∥u(s)

∥∥
q

∥∥v(s)
∥∥

3
ds

≤ tα
∫ t

0
(t− s)−

1
2
− 3

2q s
− 1

2
(1− 3

q
)
s

1
2

(1− 3
q

)‖u(s)
∥∥
q

∥∥v(s)
∥∥

3
ds

≤ tα
∥∥u∥∥Kq∞

∫ t

0
(t− s)−

1
2
− 3

2q s
− 1

2
(1− 3

q
)∥∥v(s)

∥∥
3
ds

=
∥∥u∥∥Kq∞

∫ 1

0
(1− τ)

− 1
2
− 3

2q τ
−α− 1

2

(
1− 3

q

)
(tτ)α

∥∥v(tτ)
∥∥

3
dτ.

From lim
t→∞

(tτ)α
∥∥v(tτ)

∥∥
3

= 0 for all τ > 0, applying Lebesgue’s convergence

theorem, we deduce that

lim
t→∞

tα
∥∥B(u, v)(t)

∥∥
3

= 0.

By an argument analogous similar to the previous one, we get estimate (4.13). �

Lemma 4.15. Let p, α ∈ R be such that

0 ≤ α < 1,max{0, 2

3

(
α− 1

2

)
} < 1

q
<

1

3
.

Then there exists a positive constant C = C(q, α) such that for all u0 ∈ Gα

satisfying

sup
0≤t≤∞

t
1
2

(1− 3
q

)∥∥et∆u0

∥∥
q
< C, (4.14)

the Navier-Stokes equations (1.1) has a solution u ∈ Kq
∞∩Qα∩BC

(
[0,∞);L3(R3)

)
.

Proof. It is easy to see that et∆u0 ∈ Qα. Combining Lemma 4.3, Lemma 4.14
with E = Kq

∞ and F = Gα, it follows that there exists a positive constant C such
that if the following inequality

‖u0‖Kq
∞ = sup

0≤t≤∞
t

1
2

(1− 3
q

)∥∥et∆u0

∥∥
q
< C

holds then the Navier-Stokes equations (1.1) has a solution u ∈ Kq
∞ ∩ Qα. By

applying Lemma 4.4, Lemma 4.5, and using an argument similar to that of the
proof of Lemma 4.12, we obtain u ∈ BC

(
[0, T );L3(R3)

)
. The uniqueness of u is

deduced from Theorem 4.1. �

Proof of Theorem 2.1

Proof. (a) It is easy to see that u0 ∈ Gα. Using Lemma 4.13, we get u(t) ∈ Gα
for all t ≥ 0. Since Theorem 4.2 and Lemma 4.5, it follows that there exists a
positive value t0 large enough such that the condition

sup
0≤t≤∞

t
1
2

(1− 3
q

)∥∥et∆u(t0)
∥∥
q
< C

holds. Applying Lemma 4.15 we obtain the strong solution v of the Navier-Stokes
equations (1.1) with the initial value u(t0) on the interval [0,∞) satisfying v ∈
Kq
∞ ∩Qα ∩ BC

(
[0,∞);L3(R3)

)
and therefore

∥∥v(t)
∥∥

3
= o(t−α). Using Theorem
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4.1, we obtain that u(t) = v(t− t0) for all t ∈ [t0,∞) and so
∥∥u(t)

∥∥
3

= o(t−α).
(b) We consider two cases 0 ≤ α < 1 and α = 1 separately. The proof of the case
0 ≤ α < 1 is deduced from the part (a), we only consider the case α = 1. Now,
we prove that there exists a positive number t0 large enough such that

∇u(t) ∈ L3 for t > t0 and
∥∥∇u(t)

∥∥
3

= O(t−
5
4 ). (4.15)

Indeed, using Theorems 4.2, 4.3, and 4.1 it follows that there exists t1 > 0 larger
enough such that

‖∇u(t)‖6 . t−
3
4 for t ≥ t1. (4.16)

Applying Theorem 2.1(a) for the case 0 ≤ α < 1 we have

‖u(t)‖3 . (1 + t)−
3
4 for t > 0. (4.17)

For t ≥ 2t1 we have∥∥∇B(u, u)(t)
∥∥

3
=
∥∥∥∇ ∫ t

0
e(t−s)∆P(u · ∇u)ds

∥∥∥
3
≤
∫ t

0

∥∥∇e(t−s)∆P(u · ∇u)
∥∥

3
ds

=

∫ t

t
2

∥∥∇e(t−s)∆P(u · ∇u)
∥∥

3
ds+

∫ t
2

0

∥∥∇e(t−s)∆P(u · ∇u)
∥∥

3
ds. (4.18)

Firstly, we estimate the first term on the right-hand side of equation (4.18),
applying Lemma 4.1, Holder inequality, inequality (4.16), inequality (4.17), and
Lemma 4.2(c) in order to obtain∫ t

t
2

∥∥∇e(t−s)∆P(u · ∇u)
∥∥

3
ds .

∫ t

t
2

(t− s)−
3
4

∥∥u · ∇u∥∥
2
ds

≤
∫ t

t
2

(t− s)−
3
4

∥∥u∥∥
3

∥∥∇u∥∥
6
ds .

∫ t

t
2

(t− s)−
3
4 s−

3
2 ds = C3t

− 5
4 . (4.19)

Secondly, we estimate the second term on the right-hand side of the equation
(4.18), applying Lemma 4.1, Holder inequality, inequality (4.17) in order to obtain∫ t

2

0

∥∥∇e(t−s)∆P(u · ∇u)
∥∥

3
ds =

∫ t
2

0

∥∥∇2e(t−s)∆P(u⊗ u)
∥∥

3
ds

.
∫ t

2

0
(t− s)−

3
2 ‖u⊗ u‖ 3

2
ds ≤

∫ t
2

0
(t− s)−

3
2

∥∥u∥∥2

3
ds

≤
( t

2

)− 3
2

∫ t
2

0
(1 + s)−

3
2 ds . t−

3
2 . (4.20)

Combining the inequalities (4.19) and (4.20), we obtain∥∥∇B(u, u)(t)
∥∥

3
=
∥∥∥∇ ∫ t

0
e(t−s)∆P(u · ∇u)ds

∥∥∥
3
. t−

5
4 for t ≥ 2t0. (4.21)

On the other hand, we have∥∥∇et∆u0

∥∥
3

=
∥∥∇e t2 ∆e

t
2

∆u0

∥∥
3
. t−

1
2

∥∥e t2 ∆u0

∥∥
3
≤ t−

1
2

∥∥e t2 ∆|u0|
∥∥

3
≤ t−

3
2 . (4.22)

The property (4.15) is deduced from the inequalities (4.21) and (4.22) with
t0 = 2t1. Now we come back to prove Theorem 2.1(b) for the case α = 1, we
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have ∥∥B(u, u)
∥∥

3
=
∥∥∥∫ t

0
e(t−s)∆P(u · ∇u)ds

∥∥∥
3

≤
∫ t

2

0

∥∥∇e(t−s)∆P(u⊗ u)ds
∥∥

3
+

∫ t

t
2

∥∥e(t−s)∆P(u · ∇u)
∥∥

3
ds. (4.23)

Firstly, we estimate the first term on the right-hand side of equation (4.23).
Applying Lemma 4.1, Holder inequality, inequality (4.17), and Lemma 4.2(c) in
order to obtain∫ t

2

0

∥∥∇e(t−s)∆P(u⊗ u)
∥∥

3
ds .

∫ t
2

0
(t− s)−1

∥∥u⊗ u∥∥ 3
2
ds ≤

∫ t
2

0
(t− s)−1

∥∥u∥∥2

3
ds

≤
( t

2

)−1
∫ t

2

0
(1 + s)−

3
2 ds . t−1. (4.24)

Secondly, we estimate the second term on the right-hand side of the equation
(4.23). Applying Lemma 4.1, Holder inequality, inequality (4.15), inequality (4.17),
Lemma 4.2(c) in order to obtain∫ t

t
2

∥∥e(t−s)∆P(u · ∇u)
∥∥

3
ds .

∫ t

t
2

(t− s)−
1
2 ‖u · ∇u‖ 3

2
ds

≤
∫ t

t
2

(t− s)−
1
2 ‖u‖3‖∇u‖3ds .

∫ t

t
2

(t− s)−
1
2 s−2ds . t−

3
2 for t ≥ 2t0. (4.25)

Combining the inequalities (4.24) and (4.25), we obtain∥∥B(u, u)(t)
∥∥

3
=
∥∥∥∫ t

0
e(t−s)∆P(u · ∇u)ds

∥∥∥
3
. t−1 for t ≥ 2t0

and therefore
∥∥u(t)

∥∥
3

= O(t−1).
(c) To prove this part, we need this following lemma

Lemma 4.16. Suppose that u0 ∈ Lp,r(R3) with 1 ≤ p ≤ ∞ and 1 ≤ r <∞. Then
lim
n→∞

∥∥Xnu0

∥∥
Lp,r

= 0, where Xn(x) = 0 for x ∈ {x : |x| < n} ∩ {x :
∣∣u0(x)

∣∣ < n},
and Xn(x) = 1 otherwise.

Proof. See [16]. �

We only need to prove

lim
t→∞

t
1
2

(
3
p
−1
)∥∥et∆|u0|

∥∥
3

= 0.

We have

t
1
2

(
3
p
−1
)
‖et∆|u0|‖3 ≤ t

1
2

(
3
p
−1
)∥∥et∆(Xn|u0|)

∥∥
3

+ t
1
2

(
3
p
−1
)∥∥et∆((1−Xn)|u0|

)∥∥
3

≤ t
3
2p
−2

(4π)3/2

∥∥e−|.|24t ∗ (Xn|u0|)
∥∥

3
+

t
3
2p
−2

(4π)3/2

∥∥e−|.|24t ∗
(
(1−Xn)|u0|

)∥∥
3
. (4.26)
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For any ε > 0, applying Lemma 3.1 and Lemma 4.16, we have

t
3
2p
−2

(4π)3/2

∥∥e−|.|24t ∗ (Xn|u0|)
∥∥

3
≤ t

3
2p
−2

(4π)3/2

∥∥e−|.|24t ∗ (Xn|u0|)
∥∥
L3,1

≤ t
3
2p
−2

(4π)3/2

∥∥e−|.|24t

∥∥
L

3p
4p−3 ,

r
r−1

∥∥Xn|u0|
∥∥
Lp,r

=
1

(4π)3/2

∥∥e−|.|24

∥∥
L

3p
4p−3 ,

r
r−1

∥∥Xn|u0|
∥∥
Lp,r

= C
∥∥Xn|u0|

∥∥
Lp,r

<
ε

2
(4.27)

for large enough n. Fixed one of such n, let p∗ be such that 1 < p∗ < p, applying
Lemma 3.1 we get

t
3
2p
−2

(4π)3/2

∥∥e−|.|24t ∗
(
(1−Xn)|u0|

)∥∥
3
≤ t

3
2p
−2

(4π)3/2

∥∥e−|.|24t

∥∥
L

3p∗
4p∗−3 ,

p∗
p∗−1

∥∥(1−Xn)|u0|
∥∥
Lp∗,r

= t
3
2

(
1
p
− 1
p∗

)
1

(4π)3/2

∥∥e−|.|24

∥∥
L

3p∗
4p∗−3 ,

p∗
p∗−1

∥∥(1−Xn)|u0|
∥∥
Lp∗,r

≤ C1t
3
2

(
1
p
− 1
p∗

)∥∥n(1−Xn)
∥∥
Lp∗,r

= C2(n)t
3
2

(
1
p
− 1
p∗

)
<
ε

2
(4.28)

for all t > t∗ with t∗ =
( ε

2C2(n)

) 2pp∗
3(p∗−p)

. From the inequalities (4.26), (4.27), and

(4.28) we have

t
1
2

(
3
p
−1
)
‖et∆|u0|‖3 < ε for all t > t∗.

(d) From Lemma 3.2, the two quantities
∥∥|u0|

∥∥
Ḃ−2α,∞

3 (R3)
and sup

t≥0
tα
∥∥et∆|u0|

∥∥
3

are equivalent. This prove (d). �
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