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Abstract

Using a temporally weighted norm we first establish a result on
the global existence and uniqueness of solutions for Caputo fractional
stochastic differential equations of order α ∈ (1

2
, 1) whose coefficients

satisfy a standard Lipschitz condition. For this class of systems we
then show that the asymptotic distance between two distinct solutions

is greater than t−
1−α

2α
−ε as t → ∞ for any ε > 0. As a consequence, the

mean square Lyapunov exponent of an arbitrary non-trivial solution
of a bounded linear Caputo fractional stochastic differential equation
is always non-negative.
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1 Introduction

Fractional differential equations is now receiving an increasing attention due
to their applications in a variety of disciplines such as mechanics, physics,
chemistry, biology, electrical engineering, control theory, viscoelasticity, heat
conduction in materials with memory, amongst others. For more details, we
refer the interested reader to the monographs [1], [12], [11], [5], [10], [13] and
the references therein.

In contrast to the huge number of publications in deterministic fractional dif-
ferential equations, there have been only a few papers dealing with stochastic
differential equations involving with a Caputo fractional time derivative and
most of these articles have attempted to establish a result on the existence
and uniqueness of solutions. Here, we distinguish two type of solutions:

The first one is mild solutions and we refer the reader to [2, 14] for a result
on the existence and uniqueness of this type of solutions.

The other type of solution is defined as a solution of an associated stochastic
integral equations and as far as we are aware the only reference for the ques-
tion of existence and uniqueness of this type of solutions is [15]. However, in
this paper there is a gap in the argument about the successive approximation
method for extending the result about the local existence and uniqueness
of solutions to the global existence and uniqueness of solutions. This gap
comes from the fact that the kernel in the stochastic integral equations de-
pends on time and this fact is a characteristic property of Caputo fractional
systems, see Remark 6 for a more detail.

To fill in the gap mentioned above in [15], a special weighted norm called
Bielecki type norm is introduced. With respect to this norm, we are able to
prove that the operator associated with the stochastic integral equation is
globally contractive and its fixed point gives rise to the appropriate global
solution of the system. Furthermore, we also show that the solutions depend
continuously on the initial values.

After showing the existence of global solutions, our interest is to investigate
the asymptotic behavior of solutions. Our contribution in this direction is
to establish a lower bound on the asymptotic distance between two distinct
solutions of a fractional stochastic differential equation. As a consequence,
we show that the mean square Lyapunov exponent of an arbitrary non-
trivial solution of a bounded linear Caputo fractional stochastic differential
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equation is always non-negative. This surprising fact was obtained in the
deterministic fractional differential equations [4].

The paper is structured as follows: In Section 2, we introduce briefly about
Caputo fractional stochastic differential equations and state the main results
of the paper. The first part of Section 3 is devoted to show the result on the
global existence and uniqueness of solutions (Theorem 1). The second main
result (Theorem 2) concerning a lower bound on the asymptotic separation
of solutions is proved in the second part of Section 3.

2 Preliminaries and the statement of the main re-

sults

Consider a Caputo fractional stochastic differential equation (for short Ca-
puto FSDE) of order α ∈ (12 , 1) of the following form

CDα
0+X(t) = b(t,X(t)) + σ(t,X(t))

dWt

dt
, (1)

where b, σ : [0,∞) × R
d → R

d, σ : [0,∞) × R
d → R

d are measurable and
(Wt)t∈[0,∞) is a standard scalar Brownian motion on an underlying complete
filtered probability space (Ω,F ,F := {Ft}t∈[0,∞),P). For each t ∈ [0,∞),
let Xt := L

2(Ω,Ft,P) denote the space of all Ft-measurable, mean square
integrable functions f = (f1, , . . . , fd)

T : Ω → R
d with

‖f‖ms :=

√√√√
d∑

i=1

E(|fi|2) =
√

E‖f‖2,

where R
d is endowed with the standard Euclidean norm. A process X :

[0,∞) → L(Ω,F ,P) is said to be F-adapted if X(t) ∈ Xt for all t ≥ 0. For
each η ∈ X0, a F-adapted process X is called a solution of (1) with the
initial condition X(0) = η if the following equality holds for t ∈ [0,∞)

X(t) = η+
1

Γ(α)

(∫ t

0
(t− τ)α−1b(τ,X(τ)) dτ +

∫ t

0
(t− τ)α−1σ(τ,X(τ)) dWτ

)
,

(2)
where Γ(α) :=

∫∞

0 τα−1 exp (−τ) dτ is the Gamma function, see [15, p. 209].
In the remaining of the paper, we assume that the coefficients b and σ satisfy
the following standard conditions:
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(H1) There exists L > 0 such that for all x, y ∈ R
d, t ∈ [0,∞)

‖b(t, x)− b(t, y)‖ + ‖σ(t, x)− σ(t, y)‖ ≤ L‖x− y‖.

(H2) σ(·, 0) is essentially bounded, i.e.

‖σ(·, 0)‖∞ := esssup
τ∈[0,∞)

‖σ(τ, 0)‖ < ∞

and b(·, 0) is L2 integrable, i.e.
∫ ∞

0
‖b(τ, 0)‖2 dτ < ∞.

Our first result in this paper is to show the global existence and uniqueness
solutions of (1) when (H1) and (H2) hold. Furthermore, we also show the
continuity dependence of solutions on the initial values.

Theorem 1 (Global existence and uniqueness & Continuity dependence on
the initial values of solutions of Caputo FSDE). Suppose that (H1) and (H2)
hold. Then

(i) for any η ∈ X0, the initial value problem (1) with the initial condition
X(0) = η has a unique global solution on the whole interval [0,∞)
denoted by ϕ(·, η);

(ii) on any bounded time interval [0, T ], where T > 0, the solution ϕ(·, η)
depends continuously on η, i.e.

lim
ζ→η

sup
t∈[0,T ]

‖ϕ(t, ζ) − ϕ(t, η)‖ms = 0.

Our next result is to establish a lower bound on the asymptotic separation
between two distinct solutions of (1).

Theorem 2. Let η, ζ ∈ X0 such that η 6= ζ. Then, for any ε > 0,

lim sup
t→∞

t
1−α

2α
+ε‖ϕ(t, η) − ϕ(t, ζ)‖ms = ∞.

Finally, we give an application of the main results concerning the mean
square Lyapunov exponent of non-trivial solutions to a bounded bilinear
Caputo FSDE. To formulate this result, we consider the following equation

CDα
0+x(t) = A(t)x(t) +B(t)x(t)

dWt

dt
, (3)
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where A,B : [0,∞) → R
d×d are measurable and essentially bounded, i.e.

ess sup
t∈[0,∞)

‖A(t)‖, ess sup
t∈[0,∞)

‖B(t)‖ < ∞.

By virtue of Theorem 1, for each η ∈ X0 \ {0}, there exists a unique the
solution of (3), denoted by Φ(·, η), satisfying the initial condition X(0) = η.
The mean square Lyapunov exponent of Φ(·, η) is defined by

λms(Φ(·, η)) := lim sup
t→∞

1

t
log ‖Φ(t, η)‖ms, (4)

see e.g. [7]. In the following corollary, we show the non-negativity of the
mean square Lyapunov exponent of an arbitrary non-trivial solution.

Corollary 3 (Non-negativity of mean square Lyapunov exponent for so-
lutions of linear Caputo fsde). The mean square Lyapunov exponent of a
nontrivial solution of (3) is always non-negative, i.e.

λms(Φ(·, η)) ≥ 0 for all η ∈ X0 \ {0}.

Proof. Let η ∈ X0 \ {0} be arbitrary. Using Theorem 2, we obtain

lim sup
t→∞

t
1−α

2α
+ε‖Φ(t, η)‖ms = ∞,

where ε > 0 is arbitrary. Hence, there exists T > 0 such that

‖Φ(t, η)‖ms ≥ t−(
1−α

2α
+ε) for all t ≥ T,

which together with (4) implies that

λms(Φ(·, η)) ≥ lim sup
t→∞

1

t
log
(
t−(

1−α

2α
+ε)
)
= 0.

3 Proof of the main results

3.1 Existence, uniqueness and continuity dependence on the

initial values of solutions

Our aim in this subsection is to prove the result on global existence, unique-
ness and continuity dependence on the initial values of solutions to the
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equation (1). In fact, in order to prove Theorem 1(i) it is equivalent to show
the existence and uniqueness solutions on an arbitrary interval [0, T ], where
T > 0 is arbitrary. In what follows we choose and fix a T > 0 arbitrarily.

Let H
2([0, T ]) be the space of all the processes X which are measurable,

FT -adapted, where FT := {Ft}t∈[0,T ], and satisfies that

‖X‖H2 := sup
0≤t≤T

‖X(t)‖ms < ∞.

Obviously, (H2([0, T ]), ‖ · ‖H2) is a Banach space. For any η ∈ X0, we define
an operator Tη : H2([0, T ]) → H

2([0, T ]) by

Tηξ(t) := η+
1

Γ(α)

(∫ t

0
(t− τ)α−1b(τ, ξ(τ)) dτ +

∫ t

0
(t− τ)α−1σ(τ, ξ(τ)) dWτ

)
.

(5)
The following lemma is devoted to showing that this operator is well-defined.

Lemma 4. For any η ∈ X0, the operator Tη is well-defined.

Proof. Let ξ ∈ H
2([0, T ]) be arbitrary. From the definition of Tηξ as in (5)

and the inequality ‖x+ y + z‖2 ≤ 3(‖x‖2 + ‖y‖2 + ‖z‖2) for all x, y, z ∈ R
d,

we have for all t ∈ [0, T ]

‖Tηξ(t)‖
2
ms ≤ 3‖η‖2ms +

3
Γ(α)2

E

(∥∥∥
∫ t
0 (t− τ)α−1b (τ, ξ (τ))dτ

∥∥∥
2
)

+ 3
Γ(α)2

E

(∥∥∥∥
t∫
0

(t− τ)α−1σ (τ, ξ (τ))dWτ

∥∥∥∥
2
)
.

(6)

By the Hölder inequality, we obtain

E




∥∥∥∥∥∥

t∫

0

(t− τ)α−1b (τ, ξ (τ)) dτ

∥∥∥∥∥∥

2

 ≤

∫ t

0
(t− τ)2α−2dτ E

(∫ t

0
‖b (τ, ξ (τ))‖2dτ

)

=
t2α−1

2α− 1
E

(∫ t

0
‖b (τ, ξ (τ))‖2dτ

)
. (7)

From (H1), we derive

‖b(τ, ξ(τ))‖2 ≤ 2
(
‖b(τ, ξ(τ)) − b(τ, 0)‖2 + ‖b(τ, 0)‖2

)

≤ 2L2‖ξ(τ)‖2 + 2‖b(τ, 0)‖2.
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Therefore,

E

(∫ t

0
‖b (τ, ξ (τ))‖2 dτ

)
≤ 2L2

E

(∫ t

0
‖ξ (τ)‖2 dτ

)
+ 2

∫ t

0
‖b(τ, 0)‖2 dτ

≤ 2L2T sup
t∈[0,T ]

E(‖ξ (t)‖2) + 2

∫ T

0
‖b(τ, 0)‖2 dτ

which together with (7) implies that

E

(∥∥∥∥
∫ t

0
(t− τ)α−1b (τ, ξ (τ)) dτ

∥∥∥∥
2
)

≤
2L2T 2α

2α − 1
‖ξ‖2

H2+
2T 2α−1

2α− 1

∫ T

0
‖b(τ, 0)‖2 dτ.

(8)
Now, using Ito’s isometry (see e.g. [9, p. 87] ), we obtain

E




∥∥∥∥∥∥

t∫

0

(t− τ)α−1σ (τ, ξ (τ))dWτ

∥∥∥∥∥∥

2

 =

∑

1≤i≤d

E

(∫ t

0
(t− τ)α−1σi(τ, ξ(τ))dWτ

)2

=
∑

1≤i≤d

E

(∫ t

0
(t− τ)2α−2|σi(τ, ξ(τ))|

2dτ

)

= E

t∫

0

(t− τ)2α−2‖σ (τ, ξ (τ))‖2dτ.

From (H1), we also have

‖σ(τ, ξ(τ))‖2 ≤ 2L2‖ξ(τ)‖2 + 2‖σ(τ, 0)‖2 ≤ 2L2‖ξ(τ)‖2 + 2‖σ(·, 0)‖2∞.

Therefore, for all t ∈ [0, T ] we have

E

(∥∥∥∥
∫ t

0
(t− τ)α−1σ (τ, ξ (τ))dWτ

∥∥∥∥
2
)

≤ 2L2
E

t∫

0

(t− τ)2α−2‖ξ (τ)‖2 dτ + 2‖σ(·, 0)‖2∞

∫ t

0
(t− τ)2α−2 dτ

≤ 2L2 T
2α−1

2α− 1
‖ξ‖2

H2
+

2T 2α−1

2α− 1
‖σ (·, 0)‖2∞ .

This together with (6) and (8) implies that ‖Tηξ‖H2 < ∞. Hence, the map
Tη is well-defined.
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To prove existence and uniqueness of solutions,we will show that the operator
Tη defined as above is contractive under a suitable temporally weighted
norm (cf. [8, Remark 2.1] for the same method to prove the existence and
uniqueness of solutions of stochastic differential equations). Here, the weight
function is the Mittag-Leffler function E2α−1(·) defined as:

E2α−1(t) :=
∞∑

k=0

tk

Γ((2α − 1)k + 1)
for all t ∈ R.

For more details on the Mittag-Leffler functions we refer the reader to the
book [12, p. 16]. The following result is a technical lemma which is used
later to estimate the operator Tη.

Lemma 5. For any α > 1
2 and γ > 0, the following inequality holds:

γ

Γ (2α− 1)

∫ t

0
(t− τ)2α−2E2α−1

(
γτ2α−1

)
dτ ≤ E2α−1

(
γt2α−1

)
.

Proof. Let γ > 0 be arbitrary. Consider the corresponding linear Caputo
fractional differential equation of the following form

CD2α−1
0+ x(t) = γx(t). (9)

The Mittag-Leffler function E2α−1(γt
2α−1) is a solution of (9), see e.g. [5,

p. 135]. Hence, the following equality holds:

E2α−1(γt
2α−1) = 1 +

γ

Γ(2α− 1)

∫ t

0
(t− τ)2α−2E2α−1(γτ

2α−1) dτ,

which completes the proof.

We are now in a position to prove Theorem 1.

Proof of Theorem 1. Let T > 0 be arbitrary. Choose and fix a positive
constant γ such that

γ >
3L2(T + 1)Γ(2α − 1)

Γ(α)2
. (10)

On the space H
2([0, T ]), we define a weighted norm ‖ · ‖γ as below

‖X‖γ := sup
t∈[0,T ]

√
E(‖X(t)‖2)

E2α−1(γt2α−1)
for all X ∈ H

2([0, T ]). (11)
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Obviously, two norms ‖·‖H2 and ‖·‖γ are equivalent. Thus, (H2([0, T ]), ‖·‖γ )
is also a Banach space.

(i) Choose and fix η ∈ X0. By virtue of Lemma 4, the operator Tη is well-
defined. We will prove that the map Tη is contractive with respect to the
norm ‖ · ‖γ .

For this purpose, let ξ, ξ̂ ∈ H
2([0, T ]) be arbitrary. From (5) and the in-

equality ‖x+ y‖2 ≤ 2(‖x‖2 + ‖y‖2) for all x, y ∈ R
d, we derive the following

inequalities for all t ∈ [0, T ]:

E

(∥∥∥Tηξ (t)− Tηξ̂ (t)
∥∥∥
2
)

≤
2

Γ(α)2
E




∥∥∥∥∥∥

t∫

0

(t− τ)α−1(b (τ, ξ (t))− b(τ, ξ̂ (t))
)
dτ

∥∥∥∥∥∥

2



+
2

Γ(α)2
E




∥∥∥∥∥∥

t∫

0

(t− τ)α−1(σ (τ, ξ (t))− σ(τ, ξ̂ (t))
)
dWτ

∥∥∥∥∥∥

2

.

Using the Hölder inequality and (H1), we obtain

E




∥∥∥∥∥∥

t∫

0

(t− τ)α−1(b(τ, ξ (τ))− b(τ, ξ̂ (τ))
)
dτ

∥∥∥∥∥∥

2



≤ L2t

∫ t

0
(t− τ)2α−2

E(‖ξ (τ)− ξ̂ (τ)‖
2
) dτ.

On the other hand, by Ito’s isometry and (H1), we have

E




∥∥∥∥∥∥

t∫

0

(t− τ)α−1(σ (τ, ξ (τ))− σ(τ, ξ̂ (τ))
)
dWτ

∥∥∥∥∥∥

2



= E

∫ t

0
(t− τ )2α−2‖σ (τ, ξ (τ))− σ(τ, ξ̂ (τ))‖

2
dτ

≤ L2

∫ t

0
(t− τ)2α−2

E(‖ξ (τ)− ξ̂ (τ)‖
2
) dτ.
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Thus, for all t ∈ [0, T ] we have

E

(∥∥∥Tηξ (t)− Tη ξ̂(t)
∥∥∥
2
)

≤
2L2(t+ 1)

Γ(α)2

∫ t

0
(t− τ)2α−2

E(‖ξ (τ)− ξ̂ (τ)‖
2
) dτ,

which together with the definition of ‖ · ‖γ as in (11) implies that

E

(∥∥∥Tηξ (t)− Tη ξ̂(t)
∥∥∥
2
)

E2α−1(γt2α−1)
≤

2L2(t+ 1)

Γ(α)2

∫ t
0 (t− τ)2α−2E2α−1(γτ

2α−1) dτ

E2α−1(γt2α−1)
‖ξ−ξ̂‖2γ .

In light of Lemma 5, we have for all t ∈ [0, T ]

E

(∥∥∥Tηξ (t)− Tη ξ̂(t)
∥∥∥
2
)

E2α−1(γt2α−1)
≤

2Γ(2α − 1)L2(T + 1)

Γ(α)2γ
‖ξ − ξ̂‖2γ .

Consequently,

‖Tηξ − Tη ξ̂‖γ ≤ κ‖ξ − ξ̂‖γ , where κ :=

√
2Γ(2α − 1)L2(T + 1)

Γ(α)2γ
.

By (10), we have κ < 1 and therefore the operator Tη is a contractive map
on (H2([0, T ]), ‖ · ‖γ). Using the Banach fixed point theorem, there exists
a unique fixed point of this map in H

2([0, T ]). This fixed point is also the
unique solution of (1) with the initial condition X(0) = η. The proof of this
part is complete.

(ii) Choose and fix T > 0 and η, ζ ∈ X0. Since ϕ(·, η) and ϕ(·, ζ) are solutions
of (1) it follows that

ϕ(t, η) − ϕ(t, ζ) = η − ζ +
1

Γ(α)

∫ t

0
(t− τ)α−1(b(τ, ϕ(τ, η)) − b(τ, ϕ(τ, ζ))) dτ

+
1

Γ(α)

∫ t

0
(t− τ)α−1(σ(τ, ϕ(τ, η)) − σ(τ, ϕ(τ, ζ))) dWτ

Hence, using the inequality ‖x + y + z‖2 ≤ 3(‖x‖2 + ‖y‖2 + ‖z‖2) for all
x, y, z ∈ R

d, (H1), the Hölder inequality and Ito’s isometry (see Part (i)),
we obtain

E
(
‖ϕ(t, η) − ϕ(t, ζ)‖2

)
≤

3L2(t+ 1)

Γ(α)2

∫ t

0
(t− τ)2α−2

E(‖ϕ(τ, η) − ϕ(τ, ζ)‖2) dτ

+3E(‖η − ζ‖2).
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By definition of ‖ · ‖γ , we have

E
(
‖ϕ(t, η) − ϕ(t, ζ)‖2

)

E2α−1(γt2α−1)
≤

3L2(t+ 1)

Γ(α)2

∫ t
0 (t− τ)2α−2E2α−1(γτ

2α−1) dτ

E2α−1(γt2α−1)
×

‖ϕ(·, η) − ϕ(·, ζ)‖2γ + 3E(‖η − ζ‖2).

By virtue of Lemma 5, we have

‖ϕ(·, η)− ϕ(·, ζ)‖2γ ≤
3L2(T + 1)Γ(2α − 1)

γΓ(α)2
‖ϕ(·, η)− ϕ(·, ζ)‖2γ + 3‖η − ζ‖2ms.

Thus, by (10) we have

(
1−

3L2 (T + 1) Γ (2α− 1)

γΓ(α)2

)
‖ϕ(·, η) − ϕ(·, ζ)‖2γ ≤ 3‖η − ζ‖2ms.

Hence,
lim
η→ζ

sup
t∈[0,T ]

‖ϕ(t, η) − ϕ(t, ζ)‖ms = 0.

The proof is complete.

We conclude this section with a discussion on the gap in the proof of global
existence of solutions for Caputo fractional stochastic differential equation
in [15].

Remark 6. For α ∈ (12 , 1), we consider a Caputo fractional stochastic differ-
ential equation on a Banach space X of the following form

CDα
0+x(t) = b(t, x(t)) + σ(t, x(t))

dWt

dt
, (12)

where t ∈ (0, T ], b, σ : [0, T ]×L
2(Ω;X) → L

2(Ω;X) are measurable functions
satisfying the following conditions:

(i) there exists a constant L > 0 such that for all t ∈ [0, T ] and x, y ∈ L
2

E(‖b(t, x)− b(t, y)‖2) + E(‖σ(t, x) − σ(t, y)‖2) ≤ LE(‖x− y‖2);

(ii) the functions b, σ are bounded, i.e. for some x0 ∈ L
2(Ω;X) and b > 0,

there exists a constant M > 0 such that

E(‖b(t, x)‖2) ≤ M2, E(‖σ(t, x)‖2) ≤ M2

for all (t, x) ∈ R0 := {(t, x) : 0 ≤ t ≤ T,E(‖x− x0‖
2) ≤ b2}.
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Using a similar approach as in [3, 6], the authors in [15] have proven the
existence and uniqueness of local solutions on a small interval [0, Tb], where
Tb is a parameter depending on b defined as in [15, Theorem 3.3, p. 209].
Conerning the global existence of solutions, the authors used the method
of successive approximation, see [15, Theorem 3.4, p. 209]. However, this
method seems not applicable to fractional stochastic differential equations.
More precisely, by the history-dependence of solutions to fractional differ-
ential equations, the solutions of the problem

{
Dαx(t) = b(t, x(t)) + σ(t, x(t))dWt

dt , t ∈ [T ∗, T ∗ + δ),

x(T ∗) = x∗ ∈ L
2(Ω;X),

and of the problem

{
Dαx(t) = b(t, x(t)) + σ(t, x(t))dWt

dt , t ∈ [0, T ∗ + δ),

x(0) = x0 ∈ L
2(Ω;X)

are not the same by using a shift of the time.

3.2 A lower bound on the asymptotic separation of two dis-

tinct solutions

Proof of Theorem 2. Suppose a contradiction, i.e. there exists a positive
constant λ > 2α

1−α such that

lim sup
t→∞

tλ‖ϕ(t, η) − ϕ(t, ζ)‖ms < ∞, (13)

for some η, ζ ∈ X0, η 6= ζ. Then, there exist constants T > 0 and K > 0
such that

‖ϕ(t, η) − ϕ(t, ζ)‖2ms ≤ Kt−2λ for all t ≥ T. (14)

From (2) and the inequality ‖x + y + z‖2 ≤ 3(‖x‖2 + ‖y‖2 + ‖z‖2) for all
x, y, z ∈ R

d, we have

‖η − ζ‖2 ≤ 3‖ϕ(t, η) − ϕ(t, ζ)‖2 +
3

Γ(α)2

∥∥∥∥
∫ t

0
(t− τ)α−1(σ(τ, η) − σ(τ, ζ)) dWτ

∥∥∥∥
2

+
3

Γ(α)2

∥∥∥∥
∫ t

0
(t− τ)α−1(b(τ, ϕ(τ, η) − b(τ, ϕ(τ, ζ)) dτ

∥∥∥∥
2

.
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Taking the expectation of both sides and using the Ito’s isometry, (H1), we
obtain

‖η − ζ‖2ms ≤ 3E(‖ϕ(t, η) − ϕ(t, ζ)‖2)

+
3L2

Γ(α)2
E

(∫ t

0
(t− τ)α−1‖ϕ(τ, η) − ϕ(τ, ζ)‖ dτ

)2

+
3L2

Γ(α)2

∫ t

0
(t− τ)2α−2‖ϕ(τ, η) − ϕ(τ, ζ)‖2ms dτ.

From (14), we derive that limt→∞ E(‖ϕ(t, η) − ϕ(t, ζ)‖2) = 0. Hence, to
derive a contradiction and therefore to complete the proof it is sufficient to
show that

lim
t→∞

I1(t) = 0, where I1(t) := E

(∫ t

0
(t− τ)α−1‖ϕ(τ, η) − ϕ(τ, ζ)‖ dτ

)2

(15)
and

lim
t→∞

I2(t) = 0, where I2(t) :=

∫ t

0
(t−τ)2α−2‖ϕ(τ, η)−ϕ(τ, ζ)‖2ms dτ. (16)

To prove (15), choose and fix δ ∈
(
α
λ ,

1−α
2

)
. Note that the existence of

such a δ comes from the fact that α
λ < 1−α

2 (equivalently, λ > 2α
1−α ). For

t > max{T 1/δ, 1}, we have

I1(t) ≤ 2E

(∫ tδ

0
(t− τ)α−1‖ϕ(τ, η) − ϕ(τ, ζ)‖ dτ

)2

+2E

(∫ t

tδ
(t− τ)α−1‖ϕ(τ, η) − ϕ(τ, ζ)‖ dτ

)2

.

Using the Hölder inequality, we obtain

I1(t) ≤ 2

∫ tδ

0
(t− τ)2α−2 dτ

∫ tδ

0
‖ϕ(τ, η) − ϕ(τ, ζ)‖2ms dτ

+2

∫ t

tδ
(t− τ)2α−2 dτ

∫ t

tδ
‖ϕ(τ, η) − ϕ(τ, ζ)‖2ms dτ.

Since

∫ tδ

0
(t− τ)2α−2 dτ ≤

tδ

(t− tδ)2−2α
,

∫ t

tδ
(t− τ)2α−2 dτ ≤

(t− tδ)2α−1

2α− 1
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it follows together with (14) that

I1(t) ≤
2t2δ supt≥0 ‖ϕ(τ, η) − ϕ(τ, ζ)‖ms

(t− tδ)2−2α
+

2K(t− tδ)2α−1

2α− 1

∫ t

tδ
τ−2λ dτ

≤
2t2δ supt≥0 ‖ϕ(τ, η) − ϕ(τ, ζ)‖ms

(t− tδ)2−2α
+

2K(t− tδ)2α

(2α − 1)t2δλ
.

By definition of δ, we have 2δ < 2−2α and 2α < 2δλ. Hence, letting t → ∞
in the preceding inequality yields that limt→∞ I1(t) = 0 and thus (15) is
proved. Concerning the assertion (16), let t ≥ T be arbitrary. By (14), we
have

I2(t) ≤

∫ T

0
(t− τ)2α−2‖ϕ(τ, η) − ϕ(τ, ζ)‖2ms dτ +K

∫ t

T
(t− τ)2α−2τ−2λ dτ

≤
T

(t− T )2−2α
sup
t≥0

‖ϕ(τ, η) − ϕ(τ, ζ)‖2ms +K

∫ t

T
(t− τ)2α−2τ−2λ dτ.

Therefore,

lim sup
t→∞

I2(t) ≤ K lim sup
t→∞

∫ t

T
(t− τ)2α−2τ−2λ dτ. (17)

Note that for t ≥ 2T we have

∫ t

T
(t− τ)2α−2τ−2λ dτ =

∫ t

2

T
(t− τ)2α−2τ−2λ dτ +

∫ t

t

2

(t− τ)2α−2τ−2λ dτ

≤
22−2α

t2−2α

∫ t

2

T
τ−2λ dτ +

(
t

2

)−2λ ∫ t

t

2

(t− τ)2α−2 dτ

≤
22−2αT−2λ+1

(2λ− 1)t2−2α
+

1

2α − 1

(
t

2

)2α−1−2λ

,

which together with (17) and the fact that α ∈
(
1
2 , 1
)
, λ > 2α

1−α > α − 1
2 ,

implies that limt→∞ I2(t) = 0. The proof is complete.
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