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Abstract

Our aim in this paper is to investigate the asymptotic behavior
of solutions of the perturbed linear fractional differential system. We
show that if the original linear autonomous system is asymptotically
stable then under the action of small (either linear or nonlinear) nonau-
tonomous perturbations the trivial solution of the perturbed system is
also asymptotically stable.

1 Introduction

In recent years, fractional differential equations have attracted increasing
interest due to the fact that many mathematical problems in science and
engineering can be modeled by fractional differential equations, see e.g.,
[21, 16, 13, 14]. Although several results on asymptotic behavior of fractional
differential equations are already published (e.g., on stability theory [20, 12,
26, 23, 19, 22], [15], Lyapunov exponents [7, 8], attractivity [4] and [18],
stable manifolds [6], [10] and [11]), the development of a qualitative theory
for fractional differential equations is still in its infancy. One of the reasons
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for this is the fact that the solution to a fractional differential equation does
not generate a semigroup due to the history memory by the induced weakly
singular kernel.

In 1996, Matignon [20] studied homogeneous linear fractional differential
equations involving Caputo’s derivative and has given a well-known stabil-
ity criterion for these equations. This criterion was developed by several
authors. In [12], Deng et al. studied the stability of some fractional systems
with multiple time delays. Later, Sabatier et al. [23] used Linear Matrix In-
equality in the stability analysis of inhomogeneous linear fractional systems.
In 2010, Qian et al. [22] investigated the stability of fractional differential
equations with Riemann–Liouville derivative for linear systems, perturbed
systems and time-delayed systems. In 2014, Cong et al. [6] has established
a theorem on the existence of the stable manifolds near the hyperbolic equi-
librium for nonlinear fractional differential time invariant systems in two
dimensional spaces. Recently, they extended this result in arbitrary finite
dimensional spaces, see Cong et al. [10]. They have also proven the lin-
earized asymptotic stability for nonlinear fractional differential time invari-
ant systems, see Cong et al. [9].

In this paper, we consider the d-dimensional fractional differential time vari-
ant equation involving the Caputo’s derivative of order α ∈ (0, 1):

CDα
0+x(t) = Ax(t) + f(t, x(t)) (1)

with the initial condition
x(0) = x0,

where A ∈ Rd×d is a constant (d× d)-matrix and f : [0,∞)× Rd → Rd is a
continuous vector-valued function such that

f(t, 0) = 0 for all t ≥ 0, (2)

and there exists a continuous function K : [0,∞)→ R+ satisfying

‖f(t, x)− f(t, y)‖ ≤ K(t)‖x− y‖ for all t ≥ 0 and x, y ∈ Rd. (3)

From (2)–(3) it follows that the fractional differential equation (1) has unique
solution for any given initial value (see Baleanu and Mustafa [2, Theorem 2]),
and x ≡ 0 is the trivial solution of (1).

The case when f(t, x) is linear in x is of special interest and will be treated
in one section of the paper; namely we will consider the d-dimensional
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fractional differential equation involving the Caputo’s derivative of order
α ∈ (0, 1):

CDα
0+x(t) = [A+Q(t)]x(t) (4)

with the initial condition
x(0) = x0,

where A ∈ Rd×d is a constant (d × d)-matrix and Q : R+ → Rd×d is a
continuous matrix-valued function.

If f and Q vanish on [0,∞), the systems (1) and (4) reduce to the linear
time-invariant fractional differential equation

CDα
0+x(t) = Ax(t). (5)

System (5) is called the original unperturbed system, whereas (4) is called
the (linear) perturbed system and Q is called the (linear) perturbation, (1)
is called the (nonlinear) perturbed system and f is called the (nonlinear)
perturbation.

We are interested in the asymptotic stability of the trivial solution of (1)
and (4). It is natural to expect that if the original unperturbed system (5) is
asymptotically stable and the perturbations f and Q are small in some sense
then the perturbed systems (1) and (4) are asymptotically stable, since such
kind of results exist in the theory of ordinary differential equations, see e.g.,
Coddington and Levinson [5, Chapter 13], Adrianova [1, Chapter IV, §3].
In this paper we will show that this is also the case for fractional differential
equations.

It is well known that the trivial solution of the original unperturbed system
(5) is asymptotically stable if and only if the spectrum σ(A) of the matrix
A ∈ Rd×d (spectrum σ(A) is the set of eigenvalues of the matrix A) satisfies
the condition

σ(A) ⊂
{
λ ∈ C \ {0} : | arg(λ)| > απ

2

}
, (6)

see Diethelm [13, Theorem 7.20, p. 158].

Let us look at the linear perturbed system (4), since Q is continuous, for any
given initial value the equation (4) has unique solution existing on the whole
R+ (see Baleanu and Mustafa [2, Theorem 2] and Tisdell [24, Theorem 6.4]).
We prove that, provided (6) is satisfied, if the perturbationQ is small in some
sense, the trivial solution of (4) is asymptotically stable. To do this, we need
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two preparatory steps. First, using a variation of constants formula which
provides the link between the solutions of the perturbed system (4) and the
solutions of the original unperturbed system (5), we define the Lyapunov–
Perron operator associated with the equation (4), see Theorem 1. Then,
using some properties of the Mittag-Leffler functions and the assumption
that Q is small, we estimate this operator. Consequently, the asymptotic
stability of (4) is showed.

Now, for the nonlinear perturbed system (1) we will show that with small
modifications the arguments for the linear case will work also for the nonlin-
ear one, hence we will get similar stability theorems for the case of nonlinear
perturbations.

We notice here a closely related paper Cong et al. [9], where it is proved
that if the unperturbed system (5) is asymptotically stable and the nonlinear
perturbation f is Lipschitz continuous, time independent and is of higher
than linear order at the origin, then the trivial solution of the nonlinear
perturbed system (1) is also asymptotically stable. The setting of [9] is
quite different from our setting in this paper: the only system (1) which
satisfies both the condition of the main theorem in [9] and our theorems for
nonlinear cases in this paper is the trivial system with vanishing f ≡ 0. Thus
our paper deals with different objects than that of [9]: our perturbation is of
linear order whereas the one in [9] is of higher than linear at the origin. Note
further that the results of this paper and of [9] are in the same lines as in
the classical theory of ordinary differential equations: once the perturbation
is small is some sense the trivial solution is asymptotically stable.

The paper is organized as follows: Section 2 is a preparatory section where
we recall some basic notions and results from fractional calculus and some
asymptotic estimations of Mittag-Leffler functions which are needed later
for the proofs of our stability theorems. Section 3 is devoted to the main
results on asymptotic stability of the trivial solution of the linear perturbed
system (4) under various assumptions on smallness of Q—uniform small
Q (Theorem 6) and decaying Q (Theorem 8). Section 4 is devoted to the
general case of nonlinear perturbed system (1), where we will formulate and
prove stability theorems for (1) under various assumptions on smallness of
f .

To conclude this introductory section, we introduce some notations which
are used throughout the paper.
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We denote by R+ the set of all nonnegative real numbers, by Z+ the set of
all nonnegative integers. Let Rd be endowed with an arbitrary norm ‖ · ‖.
Denote by C([0,∞);Rd) the space of continuous functions from [0,∞) to
Rd, and by

(
C∞(Rd), ‖ · ‖∞

)
⊂ C([0,∞);Rd) the space of all continuous

functions ξ : R+ → Rd which are uniformly bounded on R+, i.e.,

‖ξ‖∞ := sup
t∈R+

‖ξ(t)‖ <∞.

It is well known that
(
C∞(Rd), ‖ · ‖∞

)
is a Banach space.

2 Preliminaries

2.1 Fractional calculus

We start this subsection by briefly recalling a framework of fractional cal-
culus and fractional differential equations. We refer the reader to the books
[13, 16] for more details. Let α > 0 and [a, b] ⊂ R. Let x : [a, b] → R be a

measurable function such that x ∈ L1([a, b]), i.e.,
∫ b
a |x(τ)| dτ < ∞. Then,

the Riemann–Liouville integral of order α is defined by

Iαa+x(t) :=
1

Γ(α)

∫ t

a
(t− τ)α−1x(τ) dτ for t ∈ (a, b],

where the Gamma function Γ : (0,∞)→ R is defined as

Γ(α) :=

∫ ∞
0

τα−1 exp(−τ) dτ,

see e.g., Diethelm [13]. The corresponding Riemann–Liouville fractional
derivative of order α is given by

RDα
a+x(t) := (DmIm−αa+ x)(t) for t ∈ (a, b],

where D = d
dt is the usual derivative and m := dαe is the smallest integer

bigger or equal to α. On the other hand, the Caputo fractional derivative
CDα

a+x of a function x ∈ Am([a, b]), which was introduced by Caputo (see
e.g., Diethelm [13, Theorem 3.1, p. 50]), is defined by

CDα
a+x(t) := (Im−αa+ Dmx)(t), for t ∈ (a, b],
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where Am([a, b]) is the space of functions which is m−1 times differentiable
and the m−1 derivative is absolutely continuous on [a, b]. The Caputo frac-
tional derivative of a d-dimensional vector function x(t) = (x1(t), . . . , xd(t))

T

is defined component-wise as

CDα
0+x(t) :=

(
CDα

0+x1(t), . . . , CDα
0+xd(t)

)T
.

Let us look at the unperturbed system (5). Since A is a constant matrix,
this equation can be solved explicitly; namely, Eα(tαA)x solves (5) with the
initial condition x(0) = x, where the Mittag-Leffler matrix function Eα,β(A),
for β > 0 and a matrix A ∈ Rd×d is defined as

Eα,β(A) :=

∞∑
k=0

Ak

Γ(αk + β)
, Eα(A) := Eα,1(A),

see, e.g., Bonilla et al. [3] and Diethelm [13]. Since Q is time dependent,
it is in general impossible to provide an explicit form of the solution of
(4). However, using the variation of constants formula, see e.g., Bonilla et
al. [3], Kilbas et al. [16, Theorem 5.15, p. 323] and Diethelm [13, Theorem
7.2, p. 135], we are able to characterize a solution as a fixed point of the
associated Lyapunov–Perron operator:

For any x ∈ Rd, the operator Tx : C([0,∞);Rd) → C([0,∞);Rd), which is
defined by

Tx(ξ)(t) = Eα(tαA)x+

∫ t

0
(t− τ)α−1Eα,α((t− τ)αA)f(τ, ξ(τ)) dτ (7)

is called the Lyapunov–Perron operator associated with (1). (If in (7) we
change f(τ, ξ(τ)) to Q(τ)ξ(τ) then we get Lyapunov–Perron operator asso-
ciated with (4).) The role of this operator is stated in the following theorem.
The proof of this theorem is a direct consequence of the variation of con-
stants formula and the existence and uniqueness of solutions for initial value
problems for (1).

Theorem 1. Let x ∈ Rd be arbitrary and ξ : R+ → Rd be a continu-
ous function satisfying that ξ(0) = x. Then, the following statements are
equivalent:

(i) ξ is a solution of (1) satisfying the initial condition x(0) = x.

(ii) ξ is a fixed point of the operator Tx.
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2.2 Mittag-Leffler functions

In this subsection, we present some estimations involving the Mittag-Leffler
function and its derivative. The results are needed for the proofs of the
stability theorems presented in Sections 3 and 4. These results are light
refinements and adaption of the known results in the theory of Mittag-
Leffler functions to our case. To derive the estimations one uses the spectral
representation of Mittag-Leffler functions (see Podlubny [21]) and Jordan
normal form of matrices (see Lancaster and Tismenetsky [17]). To save the
length of the paper we do not give full proofs of the theorem, but give only
sketch of the proofs.

Theorem 2. Let λ ∈ C \ {0} with απ
2 < |arg(λ)| ≤ π and l ∈ Z+. Then,

there exist positive constants Ml(α, λ), M̂l(α, λ) and a positive real number
t0 such that the following statements hold

(i) | d
l

dλl
Eα(λtα)| ≤ Ml(α,λ)

tα for any t > t0,

(ii) | d
l

dλl
Eα,α(λtα)| ≤ M̂l(α,λ)

t2α
for any t > t0.

For a proof of this theorem one uses integral representation of Mittag-Leffler
functions and method of estimations of the integrals similar to that of the
proof of Theorem 1.3 and Theorem 1.4 in the book by Podlubny [21, pp.
32–34]. Note that the case l = 0 of our Theorem 2 is contained in the
conclusion of Theorem 1.4 by Podlubny [21, Formula (1.143), p. 34]. For a
detailed proof of this lemma, we refer the reader to [25, Lemma 4].

Theorem 3. Let A ∈ Rd×d. Assume that the spectrum of A satisfies the
relation

σ(A) ⊂
{
λ ∈ C \ {0} : | arg(λ)| > απ

2

}
.

Then, the following statements hold:

(i) limt→∞ ‖Eα(tαA)‖ = 0;

(ii)
∫∞

0 τα−1‖Eα,α(ταA)‖ dτ <∞.

For a proof of this theorem one uses the estimations given in Theorem 2, the
series representation of Mittag-Leffler function of matrix argument, and the
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Jordan normal form of matrices (see, e.g., Lancaster and Tismenetsky [17]
for the Jordan normal form of matrices and evaluation of series of Jordan
matrices), see [25, Lemma 5] for more details.

3 Asymptotic stability of linear FDEs with con-
stant coefficients and small linear time depen-
dent perturbations

In this section, we consider the linear system (4), i.e., the following system

CDα
0+x(t) = [A+Q(t)]x(t),

where A ∈ Rd×d, Q : [0,∞)→ Rd×d is a continuous matrix-valued function.
In what follows, we denote the solution of (4) with the initial condition
x(0) = x0 by ϕ(·, x0). We recall below the notions of stability and asymp-
totic stability of the trivial solution of (4), cf. Diethelm [13, Definition 7.2,
p. 157].

Definition 4. The trivial solution of (4) is called stable if for any ε > 0
there exists δ = δ(ε) > 0 such that for every ‖x0‖ < δ we have

‖ϕ(t, x0)‖ ≤ ε for t ≥ 0.

The trivial solution is called asymptotically stable if it is stable and there
exists δ̂ > 0 such that limt→∞ ϕ(t, x0) = 0 whenever ‖x0‖ < δ̂.

Now we will state and prove our first stability result for linear fractional
differential equations.

Theorem 5 (Robust Stability). Assume that the spectrum of the matrix
A satisfies the condition

σ(A) ⊂
{
λ ∈ C \ {0} : | arg(λ)| > απ

2

}
,

and, in addition, Q satisfies

q := sup
t≥0

∫ t

0
(t− τ)α−1‖Eα,α((t− τ)αA)Q(τ)‖ dτ < 1. (8)

Then the trivial solution of (4) is asymptotically stable.
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Proof. We follow the lines of the proof of Theorem 5 in [9] with some modi-
fications to adapt to our case. Let ε > 0 be arbitrary. By virtue of Theorem
3(i), supt≥0 ‖Eα(tαA)‖ ∈ [1,∞). Therefore,

δ :=
(1− q)ε

supt≥0 ‖Eα(tαA)‖
∈ (0, ε),

where q is defined as in (8). To prove the asymptotic stability of the trivial
solution of (4), it is sufficient to show that if ‖x‖ ≤ δ then ϕ(·, x) ∈ BC∞(0, ε)
and limt→∞ ϕ(t, x) = 0, where

BC∞(0, ε) := {ξ ∈ C([0,∞);Rd) : ||ξ||∞ ≤ ε} ⊂ C∞(Rd) ⊂ C([0,∞);Rd).

Choose and fix an arbitrary x ∈ Rd such that ‖x‖ ≤ δ. Let Tx be the
Lyapunov–Perron operator associated with (4). For ξ ∈ BC∞(0, ε), we have

‖Tx(ξ)(t)‖ ≤ ‖Eα(tαA)x‖+

∫ t

0
(t− u)α−1‖Eα,α((t− τ)αA))Q(τ)ξ(τ)‖ dτ

≤ δ sup
t≥0
‖Eα(tαA)‖+ εq

≤ ε.

Consequently, Tx(BC∞(0, ε)) ⊂ BC∞(0, ε). Moreover, for any ξ, ξ̃ ∈ BC∞(0, ε),
we have

Tx(ξ)(t)− Tx(ξ̃)(t) =

∫ t

0
(t− τ)α−1Eα,α((t− τ)αA)Q(τ)[ξ(τ)− ξ̃(τ)] dτ.

Hence,

‖Tx(ξ)− Tx(ξ̃)‖∞ ≤ ‖ξ − ξ̃‖∞ sup
t≥0

∫ t

0
(t− τ)α−1‖Eα,α((t− τ)αA)Q(τ)‖ dτ

≤ q‖ξ − ξ̃‖∞,

and Tx is contractive if restricted to the closed ball BC∞(0, ε). Using the
Contraction Mapping Principle, there exists a unique fixed point ξ ∈ BC∞(0, ε)
of Tx. According to Theorem 1, this point is also the unique solution of
(4) satisfying the initial condition x(0) = x, i.e., ϕ(t, x) = ξ(t) for t ≥ 0.
Hence, |ϕ(t, x)| ≤ ε for t ≥ 0. To conclude the proof, we need to show that
a := lim supt→∞ ‖ξ(t)‖ = 0. Suppose the contrary that a > 0. Then, there
exists T > 0 such that

‖ξ(t)‖ ≤ a+
1− q
2q + 1

a for any t ≥ T.
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According to Theorem 3(ii), we have

lim sup
t→∞

∥∥∥∥∫ T

0
(t− τ)α−1Eα,α((t− τ)αA)Q(τ)ξ(τ) dτ

∥∥∥∥
≤ ε max

t∈[0,T ]
‖Q(t)‖ lim sup

t→∞

∫ t

t−T
τα−1‖Eα,α(ταA)‖ dτ

= 0.

Therefore, using equality ξ = Txξ and Theorem 3(i), we obtain that

a = lim sup
t→∞

∥∥∥∥∫ t

T
(t− τ)α−1Eα,α((t− τ)αA)Q(τ)ξ(τ)dτ

∥∥∥∥
≤
(
a+

1− q
2q + 1

a

)
sup
t≥T

∫ t

T
(t− τ)α−1‖Eα,α((t− τ)αA)Q(τ)‖dτ

≤ a(2 + q)

2q + 1
q = a

2q + q2

2q + 1
< a,

which is a contradiction. Hence, a = 0 and the proof is complete.

Theorem 6 (Stability by uniformly small perturbation). Assume that the
spectrum of the matrix A satisfies the condition

σ(A) ⊂
{
λ ∈ C \ {0} : | arg(λ)| > απ

2

}
.

Then there exists a positive number γ > 0 such that if Q satisfies

sup
t≥0
‖Q(t)‖ < γ, (9)

the trivial solution of (4) is asymptotically stable.

Proof. By virtue of Theorem 3(ii), we can choose

0 < γ :=
1

2
∫∞

0 uα−1‖Eα,α(uαA)‖ du
<∞.

Clearly, if Q satisfies (9) then the condition (8) holds, hence our theorem
follows from Theorem 5.

Before going to the theorem on stability of the linear system (4) in case of
decaying Q we need the following auxiliary result which is of independent
interest.
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Theorem 7 (Lyapunov stability of finite dimensional linear FDE). Consider
a d-dimensional linear fractional differential equation on R+:

CDα
0+x(t) = B(t)x(t), (10)

where B : R+ → Rd×d is a continuous matrix-valued function. Then the
following statements are equivalent:

(i) The trivial solution of the equation (10) is stable;

(ii) Any solution of (10) is bounded on R+;

(iii) There exist d linearly independent initial vectors x1, x2, . . . , xd ∈ Rd
such that the solutions of (10) starting at time 0 at those vectors are
bounded on R+.

Proof. First we note that since B is continuous on R+ the initial value
problem for (10) has unique solution existing on the whole R+ for any given
initial value (see Baleanu and Mustafa [2, Theorem 2] and Tisdell [24, The-
orem 6.4]). The stability of the trivial solution of (10) is defined according
to Definition 4; this stability is also called Lyapunov stability. Due to the
linearity of the fractional Caputo differentiation and linearity of (10) there
is a bijection between the solution space of (10) and the vector space Rd of
initial values of (10).

(i) ⇒ (ii): If the trivial solution of (10) is stable then any solution started
from a suitably small ball around origin must be bounded on R+. Then (ii)
follows by linearity.

(ii)⇒ (iii): Obvious.

(iii) ⇒ (i): Assume that x1, x2, . . . , xd ∈ Rd is a basis of Rd. For brevity,
let x1(t), x2(t), . . . , xd(t) denote the solutions of (10) starting at time 0 at
x1, x2, . . . , xd, respectively. From boundedness of x1(t), . . . , xd(t), we have

M := max
1≤i≤d

sup
t≥0
‖xi(t)‖ <∞. (11)

Define S :=
{

(c1, . . . , cd) ∈ [−1, 1]d : max1≤i≤d |ci| = 1
}

and a continuous
map π : S → R by

π(c1, . . . , cd) := ‖c1x1 + c2x2 + · · ·+ cdxd‖.
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Since x1, . . . , xd is a basis of Rd and S is a compact set it follows that

m := min
(c1,...,cd)∈S

π(c1, . . . , cd) > 0. (12)

To prove stability of the trivial solution, let ε > 0 be arbitrary. Set δ := mε
2dM .

Let x ∈ Rd \ {0} be an arbitrary non-zero vector such that ‖x‖ ≤ δ and
x(t) denote the solution of (10) starting at time 0 at x. The vector x
is represented uniquely by x =

∑d
i=1 αixi. By linearity, we have x(t) =∑d

i=1 αixi(t). Hence, from (11) we have

‖x(t)‖ ≤
d∑
i=1

|αi|M ≤ dM max
1≤i≤d

|αi| for all t ∈ R+.

On the other hand, by (12) we have

π

(
α1

max1≤i≤d |αi|
, . . . ,

αd
max1≤i≤d |αi|

)
=

‖x‖
max1≤i≤d |αi|

≥ m,

which implies that max1≤i≤d |αi| ≤ δ
m . Consequently,

‖x(t)‖ ≤ dM δ

m
=
ε

2
for all t ∈ R+,

which completes the proof.

Theorem 8 (Stability by decaying perturbation). Assume that the spec-
trum of the matrix A satisfies the condition

σ(A) ⊂
{
λ ∈ C \ {0} : | arg(λ)| > απ

2

}
.

If the matrix Q is decaying to zero, i.e.,

lim
t→∞
‖Q(t)‖ = 0, (13)

then the trivial solution of (4) is asymptotically stable.

Proof. Fix an arbitrary x ∈ Rd. First, we show that any solution of (4)
is bounded. To this end we equip the space C∞(Rd) of bounded contin-
uous vector-functions with a new norm ‖ · ‖β which is equivalent to the
norm ‖ · ‖∞ so that (C∞(Rd), ‖ · ‖β) is a new Banach space, in which the
Lyapunov–Perron operator associated with (4) is a contraction. Note that
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since Q is continuous and decaying it is uniformly bounded, hence by virtue
of Theorem 3 we can find a constant M > 1 such that

supt≥0 ‖Eα,α(tαA)‖ × supt≥0 ‖Q(t)‖ ≤ M
Γ(α) ,

supt≥0

∫ t
0 τ

α−1‖Eα,α(ταA)‖ dτ ≤ M.
(14)

By (13) we can find T > 0 such that

sup
t≥T
‖Q(t)‖ < 1

5M
. (15)

We introduce a function β(·) : R+ → R+ by the formula

β(t) :=

{
Eα(5Mtα) if 0 ≤ t ≤ T,

Eα(5MTα) if t ≥ T,

and define a norm ‖ · ‖β in the space C∞(Rd) of bounded continuous vector-

functions by setting ‖y‖β := supt≥0
‖y(t)‖
β(t) for any y ∈ C∞(Rd). This norm

is equivalent to the sup norm ‖ · ‖∞ because

1

β(T )
‖y‖∞ ≤ ‖y‖β ≤ ‖y‖∞ for all y ∈ C∞(Rd).

Thus, the space (C∞(Rd), ‖ · ‖β) is a Banach space. Now, fix an arbitrary
x ∈ Rd, we show that the Lyapunov–Perron operator associated with (4)
defined as in (7) is a contraction in (C∞(Rd), ‖ · ‖β). For any ξ ∈ C∞(Rd),
due to the assumptions of the theorem, taking into account Theorem 3 we
have

(Txξ)(t) = Eα(tαA)x+

∫ t

0
(t−τ)α−1Eα,α((t−τ)αA)Q(τ)ξ(τ) dτ ∈ C∞(Rd).

Indeed, since Eα(tαA)x is continuous in the variable t ∈ [0,∞), from Theo-
rem 3(i) we get supt≥0 ‖Eα(tαA)x‖ <∞. Furthermore, using Theorem 3(ii),
we receive∥∥∥∥∫ t

0
(t− τ)α−1Eα,α((t− τ)αA)Q(τ)ξ(τ) dτ

∥∥∥∥
≤ sup

t≥0
‖Q(t)ξ(t)‖ ×

∫ t

0
τα−1‖Eα,α(ταA)‖ dτ

≤ sup
t≥0
‖Q(t)‖ × sup

t≥0
‖ξ(t)‖ ×

∫ ∞
0

τα−1‖Eα,α(ταA)‖ dτ <∞
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for all t ≥ 0. Hence, Tx is a self map of C∞(Rd). Now, for any ξ, ξ̃ ∈ C∞(Rd)
we have

Tx(ξ)(t)− Tx(ξ̃)(t) =

∫ t

0
(t− τ)α−1Eα,α((t− τ)αA)Q(τ)[ξ(τ)− ξ̃(τ)] dτ.

For 0 ≤ t ≤ T , by (14) we have

‖Tx(ξ)(t)− Tx(ξ̃)(t)‖
β(t)

≤
‖ξ − ξ̃‖β
β(t)

M

Γ(α)

∫ t

0
(t− τ)α−1β(τ) dτ

=
‖ξ − ξ̃‖β
Eα(5Mtα)

M

Γ(α)

∫ t

0
(t− τ)α−1Eα(5Mτα) dτ.

Note that

1

Γ(α)

∫ t

0
(t− τ)α−1Eα(5Mτα) dτ = Iα0+(Eα(5Mtα))

= Iα0+
CDα

0+

(
Eα(5Mtα)

5M

)
=
Eα(5Mtα)− 1

5M

≤ Eα(5Mtα)

5M
,

which implies that

‖Tx(ξ)(t)− Tx(ξ̃)(t)‖
Eα(5Mtα)

≤
‖ξ − ξ̃‖β
Eα(5Mtα)

M

Γ(α)

∫ t

0
(t− τ)α−1Eα(5Mτα) dτ

≤
‖ξ − ξ̃‖β

5
. (16)

For t > T we have

‖Tx(ξ)(t)− Tx(ξ̃)(t)‖
β(t)

=
‖Tx(ξ)(t)− Tx(ξ̃)(t)‖

Eα(5MTα)

=
1

Eα(5MTα)
‖
∫ t

0
(t− τ)α−1Eα,α((t− τ)αA)Q(τ)(ξ(τ)− ξ̃(τ)) dτ‖

≤ 1

Eα(5MTα)
‖
∫ T

0
(t− τ)α−1Eα,α((t− τ)αA)Q(τ)(ξ(τ)− ξ̃(τ)) dτ‖

+
1

Eα(5MTα)
‖
∫ t

T
(t− τ)α−1Eα,α((t− τ)αA)Q(τ)(ξ(τ)− ξ̃(τ)) dτ‖.
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Therefore, using (14) and (15) we get

‖Tx(ξ)(t)− Tx(ξ̃)(t)‖
β(t)

≤ M

Eα(5MTα)

1

Γ(α)

∫ T

0
(t− τ)α−1‖ξ(τ)− ξ̃(τ)‖ dτ

+ ‖ξ − ξ̃‖β
1

5M

∫ t

T
(t− τ)α−1‖Eα,α((t− τ)αA)‖ dτ

≤ M

Eα(5MTα)

1

Γ(α)

∫ T

0
(T − τ)α−1Eα(5Mτα)

‖ξ(τ)− ξ̃(τ)‖
Eα(5Mτα)

dτ

+ ‖ξ − ξ̃‖β
1

5M
×
∫ t

0
τα−1‖Eα,α(ταA)‖ dτ

≤
M‖ξ − ξ̃‖β
Eα(5MTα)

1

Γ(α)

∫ T

0
(T − τ)α−1Eα(5Mτα) dτ

+ ‖ξ − ξ̃‖β
1

5M
× sup

t≥0

∫ t

0
τα−1‖Eα,α(ταA)‖ dτ

for all t > T . Consequently, for all t > T we have

‖Tx(ξ)(t)− Tx(ξ̃)(t)‖
β(t)

≤M × 1

5M
‖ξ − ξ̃‖β +

‖ξ − ξ̃‖β
5

≤ 1

2
‖ξ − ξ̃‖β. (17)

Combining (16) with (17), we get for all t ≥ 0 the inequality

‖Tx(ξ)(t)− Tx(ξ̃)(t)‖
β(t)

≤ 1

2
‖ξ − ξ̃‖β.

Hence,

‖Tx(ξ)− Tx(ξ̃)‖β ≤
1

2
‖ξ − ξ̃‖β, (18)

what shows that Tx is a contraction of the Banach space (C∞(Rd), ‖ · ‖β).
Consequently, Tx has a unique fixed point in C∞(Rd) which is the unique
bounded solution of (4) starting from the initial value x ∈ Rd. Thus we
have shown that any solution of (4) is bounded. Therefore, by virtue of
Theorem 7 the trivial solution of (4) is Lyapunov stable.

Next we show that any solution of (4) tends to zero. To do this let x ∈ Rd
be arbitrary. The solution ϕ(·, x) of (4) satisfies

ϕ(t, x) = Eα(tαA)x+

∫ t

0
(t− τ)α−1Eα,α((t− τ)αA)Q(τ)ϕ(τ, x) dτ, ∀t ≥ 0.

15



Furthermore, this solution is bounded on [0,∞). Hence, due to (14) we have
for t large enough

‖ϕ(t, x)‖ ≤ ‖Eα(tαA)x‖+

∫ t

0
(t− τ)α−1‖Eα,α((t− τ)αA)Q(τ)ϕ(τ, x)‖ dτ

≤ ‖Eα(tαA)x‖+ sup
t≥0
‖ϕ(t, x)‖

∫ T

0
(t− τ)α−1‖Eα,α((t− τ)αA)Q(τ)‖ dτ

+ sup
t≥0
‖ϕ(t, x)‖

∫ t

T
(t− τ)α−1‖Eα,α((t− τ)αA)Q(τ)‖ dτ

≤ ‖Eα(tαA)x‖+M sup
t≥0
‖ϕ(t, x)‖

∫ T

0
(t− τ)α−1 dτ

+
1

5M
sup
t≥0
‖ϕ(t, x)‖

∫ t

t−T
τα−1‖Eα,α(ταA)‖ dτ. (19)

Due to the fact that limt→∞ ‖Eα(tαA)x‖ = 0, limt→∞
∫ T

0 (t− τ)α−1 dτ = 0

and limt→∞
∫ t
t−T τ

α−1‖Eα,α(ταA)‖ dτ = 0, from (19) we obtain that

lim
t→∞
‖ϕ(t, x)‖ = 0.

The proof is complete.

Remark 9. A closer inspection of the proof of Theorem 8 shows that for
the asymptotic behavior of Q at infinity we only need (15), hence actually
instead the condition (13) in the formulation of Theorem 8 we may only
require limt→∞ ‖Q(t)‖ be less than a positive number depending on A and
supt≥0 ‖Q(t)‖, i.e., a weaker condition than (13).

Remark 10. In the paper [22], the authors investigated the stability of
the linear fractional system with Riemann–Liouville derivative and Caputo
derivative, similar to the systems treated in our paper. Using a Gronwall’s
type inequality they obtained some results on asymptotic stability of the
trivial solution of the perturbed linear system under some assumptions on
the spectrum of the original constant matrix and boundedness of the linear
perturbation (see Theorem 4.1(a) and Remark 4.1(a)). Unfortunately, their
proof contains some mistakes with application of the Gronwall’s inequality
(see [22, line -7, page 869]). This leads to the fact that the statements in
Theorem 4.1(a) and Remark 4.1(a) of [22] are false. For a counterexample
let us consider a scalar fractional differential equation involving Riemann–
Liouville derivative of order α ∈ (0, 1) as below:

RDα
0+x(t) = [−λ+ b(t)]x(t), (20)
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with the initial condition

lim
t→0

RDα−1
0+ x(t) = x0.

Assume that λ > 0 and b(t) ≡ 2λ on the half line [0,∞). It is well known
that the solution of (20) on (0,∞) is tα−1Eα,α(λtα)x0 (see Podlubny [21,
Example 4.3, p. 140]). Since λ > 0, due to the asymptotic behavior of the
Mittag-Leffler function Eα,α(λtα) at the infinity, in case x0 6= 0 the solution
tends to the infinity as t tends to the infinity. This shows that Theorem
4.1(a) of [22] is false. Similarly, Remark 4.1(a) of [22] is also false.

4 General theory of asymptotic stability of linear
FDEs with constant coefficients and small non-
linear time dependent perturbations

In this section we investigate the asymptotic stability of the nonlinear per-
turbed system (1) with conditions (2) and (3), i.e., the equation

CDα
0+x(t) = Ax(t) + f(t, x(t))

with the initial condition
x(0) = x0,

where A ∈ Rd×d is a constant (d× d)-matrix and f : [0,∞)× Rd → Rd is a
continuous vector-valued function such that

f(t, 0) = 0 for all t ≥ 0,

and there exists a continuous function K : [0,∞)→ R+ satisfying

‖f(t, x)− f(t, y)‖ ≤ K(t)‖x− y‖ for all t ≥ 0 and x, y ∈ Rd.

We will show that the results for the linear case presented in Section 3 can be
easily generalized to the general nonlinear case of this section. Recall that
the definition of stability and asymptotic stability of the trivial solution of
(1) is just the same as the definition for the linear case given in Definition 4.

Theorem 11 (Robust Stability for Nonlinear Equation). Assume that the
spectrum of the matrix A satisfies the condition

σ(A) ⊂
{
λ ∈ C \ {0} : | arg(λ)| > απ

2

}
,
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and, in addition, K(·) satisfies

q := sup
t≥0

∫ t

0
(t− τ)α−1‖Eα,α((t− τ)αA)‖K(τ) dτ < 1. (21)

Then the trivial solution of (1) is asymptotically stable.

Proof. We need to just make some obvious changes to the proof of Theorem 5
to get a proof of this theorem. For any x ∈ Rd, we define an operator Tx on
C∞(Rd) as below

Txξ(t) := Eα(tαA) x+

∫ t

0
(t− τ)α−1Eα,α((t− τ)αA)f(τ, ξ(τ)) dτ, ∀t ≥ 0.

Using the assumptions on the function f and the condition (21), we have

‖Txξ(t)‖ ≤ sup
t≥0
‖Eα(tαA) x‖+ sup

t≥0
‖ξ(t)‖

∫ t

0
(t− τ)α−1‖Eα,α((t− τ)αA)‖K(τ) dτ

≤ sup
t≥0
‖Eα(tαA) x‖+ q × sup

t≥0
‖ξ(t)‖, ∀t ≥ 0, (22)

which implies that Tx(C∞(Rd)) ⊂ C∞(Rd). Moreover, for any ξ, ξ̂ ∈ C∞(Rd),
for all t ≥ 0:

‖Txξ(t)− Txξ̂(t)‖ ≤
∫ t

0
(t− τ)α−1‖Eα,α((t− τ)αA)‖K(τ)‖ξ(τ)− ξ̂(τ)‖ dτ

≤ q ‖ξ − ξ̂‖∞,

which together the condition q < 1 shows that Tx is contractive on C∞(Rd).
Hence the operator Tx has a unique fixed point. This unique fixed point
is, by Theorem 1, the unique solution ϕ(·, x) of the problem (1), x(0) = x.
From (22), we receive

sup
t≥0
‖ϕ(t, x)‖ ≤

supt≥0 ‖Eα(tαA)‖‖x‖
1− q

,

which shows that the trivial solution of (1) is stable. Finally, using the
arguments similar to that of the second part of Theorem 5 we see that
ϕ(t, x) tends to zero at infinity. The proof is complete.
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Theorem 12 (Stability by uniformly small Lipschitz perturbation). Assume
that the spectrum of the matrix A satisfying

σ(A) ⊂
{
λ ∈ C \ {0} : | arg(λ)| > απ

2

}
.

Then there exists a positive number ε > 0 such that if K satisfies

sup
t≥0

K(t) < ε, (23)

the trivial solution of (1) is asymptotically stable.

Proof. By a suitable choice of ε as in the proof of Theorem 6, from (23) we
get (21), and Theorem 11 is applicable.

Next, we formulate and prove a theorem on asymptotic stability of (1) under
the condition of decaying Lipschitz constant.

Theorem 13 (Stability by decaying Lipschitz perturbation). Assume that
the spectrum of the matrix A satisfies the condition

σ(A) ⊂
{
λ ∈ C \ {0} : | arg(λ)| > απ

2

}
.

If K is decaying to zero, i.e.,

lim
t→∞

K(t) = 0, (24)

then the trivial solution of (1) is asymptotically stable.

Proof. First we note that the similar Theorem 8 for linear case was proved
with the use of linearity of (4), which, in general, is not available in our case
of this theorem. To overcome the lack of linearity, we do as follows. We
repeat the proof of Theorem 8 with obvious changes from Q(t)x to f(t, x),
and ‖Q‖ replaced by K in the estimations (14) and (15). Define the norm
‖ · ‖β as in the proof of Theorem 8, and let Tx be the Lyapunov–Perron
operator associated with (1). Follow the lines of the proof of Theorem 8,
similar to (18), for all x ∈ Rd, ξ, ξ̃ ∈ C∞(Rd) we have

‖Tx(ξ)− Tx(ξ̃)‖β ≤
1

2
‖ξ − ξ̃‖β. (25)
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Let r > 0 be arbitrary. Set BC∞,‖·‖β (0, r) := {ξ ∈ C([0,∞);Rd) : ‖ξ‖β ≤ r}.
Let x ∈ Rd be any vector satisfying the condition

‖x‖ ≤ r

2 supt≥0 ‖Eα(tαA)‖
=: r∗. (26)

Substituting ξ̃ ≡ 0 into (25), then since Txξ̃ = Eα(tαA)x, taking into account
the definition of the norm ‖ · ‖β we get

‖Txξ‖β ≤ ‖x‖ sup
t≥0
‖Eα(tαA)‖+

r

2
< r.

Therefore, the Lyapunov–Perron operator (7) associated with (1) with the
initial value x satisfying ‖x‖ ≤ r∗ is a self map, and together with (25) is a
contraction, in the closed ball BC∞,‖·‖β (0, r) of (C∞(Rd), ‖·‖β). Hence, since
the norm ‖·‖β and the max norm are equivalent, this shows that (1) is stable.
Thus we proved stability of (1) avoiding necessarity of using linearity as done
in the proof of Theorem 8. The proof of asymptotic stability is similar to
that of the proof of Theorem 5.

To conclude this section, we give an example to illustrate Theorem 13.

Example 14. In [13, Example 7.5(c), p. 159], Diethelm has discussed on the
stability of the unperturbed linear fractional differential system

CDα
0+x(t) = Ax(t), t > 0, (27)

where α ∈ (0, 1) and

A =

 −1 0 0
2 1 −9
3 6 1

 .

Due to the fact that the spectrum σ(A) = {λ1 = −1, λ2 = 1 + i
√

54, λ3 =
1− i
√

54}, he has asserted that the trivial solution of (27) is asymptotically
stable if and only if α < 2| arg (λ2)|/π = 2 arccos (1/

√
55)/π ≈ 0.9139 and

stability (since all eigenvalues are simple) if and only if α ≤ 2| arg (λ2)|/π =
2 arccos (1/

√
55)/π. Our result shows further to the one by Diethelm that

once the homogeneous system is asymptotically stable it remains so even if
the system is perturbed by some small noise. Thus, let us choose and fix
α = 0.5. Suppose that (27) is perturbed by the small nonlinear perturbation

f(t, x(t)) =

(
sin t

1 + t2

(
x1(t)

1 + x2
1(t)

+ x2(t)

)
, 0, 0

)T

.
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In this case, due to the fact that

‖f(t, x)− f(t, y)‖ ≤ 2K(t)‖x− y‖, ∀x, y ∈ R3,

with K(t) = sin t
1+t2

and ‖ · ‖ is the maximum norm in R3, by Theorem 13, the
trivial solution of the perturbed system

CD0.5
0+x(t) = Ax(t) + f(t, x(t)), t > 0,

is asymptotically stable.
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