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COMPLETENESS OF A COLLECTION GENERATED
BY TRANSLATING A SET OF FUNCTIONS

NGUYEN QUANG DIEU

Abstract. Some sufficient conditions for completeness of a collections
generated from translates and dilates of a single function in the functional
spaces Lp( lR

n), C( lR
n), C0( lR

n) and in the subspace of all entire functions
C∞( lR

n) are given.

1. Introduction

The problem of completeness of a collection of functions generated from
translates and dilates of a single function in a certain functional space is
common both in Approximation Theory as well as in Harmonic Analysis.

It has a long history and can be traced back to a work of N . Wiener
in the 1930s, giving a necessary and sufficient condition on a collection of
functions generated from translations of a single function to be complete
in L1( lR) or L2( lR) (see [11], pp. 98-100). It is worth noting that N.
Wiener’s theorems are still valid in the multivariate case and recently V.
Volchkov has obtained some generalizations of N. Wiener’s theorems in
the space Lp(G) where G is a bounded domain in lRn (see [10]).

Motivated by Wiener’s theorems, a natural question arises as to under
what conditions the collection of functions

(1)
{

f(x + c) : f ∈ A; c ∈ S
}

,

where A is a given set of functions defined on lRn and S is a given subset
in lRn, is complete in various function spaces.

In the univariate case, it is possible to choose A to be a set of only a
single function defined on lC and S to be a sequence of distinct complex
numbers such that the restriction on lR of the collection

{
f(x + c) : c ∈ S

}

Received March 20, 1997; in revised form August 2, 1998.
1991 Mathematics subject classification. 41A, 42B.
Key words and phrases. Collection of functions, completeness of a collection.



28 NGUYEN QUANG DIEU

is complete in a certain functional space. This problem was considered
extensively by R. A. Zalik in a series of papers [12], [13], [14], [15].

It is particularly interesting when A is generated by dilating a single
function. Then, the collection (1) consists of translates and dilates of this
function. The completeness of such a collection occurs both in wavelet
analysis and in neural network approximation.

When A is the set of all radial functions in C( lRn), i.e., continuous
functions which depend only on the distance to the origin, and S is a
subset of lRn the completeness of the collection (1) in C( lRn) was studied
in [1] by M. L. Agranovski and E. T. Quinto. They gave a complete
characterization on S so that the collection is complete in C( lR2).

Another effective approach was given by A. Pinkus and B. Wajnryb,
[6, 7], in which they introduced the collection

P1 =
{

gk(· − b) : b ∈ lRn, k ∈ ZZ+

}
,

where g is a fixed polynomial, and proved some necessary and sufficient
conditions on the completeness of these families in C( lRn).

The aim of the present paper is to find sufficient conditions on the sets
A and S such that the collection (1) is complete in a certain functional
space. Here we say a collection of functions are complete in a certain
functional space if the linear span of the elements of the collection is
dense in this space. In our consideration, A, S are always assumed to be
countable. Moreover, the set A may consist of functions which can be
extended to entire functions. In this case, S is a subset of lCn. In what
follows, we say a collection of functions of the form (1) is complete in a
space of functions on lRn if its restriction on lRn is complete in this space.

The present paper is organized as follows. In Section 2 we introduce
some notations and auxiliary lemmas which will be used later. Next, in
the first theorem of Section 3 we deal with completeness of a set generated
from translates and dilates of a single function in the spaces Lp( lRn) and
C0( lRn). The other theorems treat the same problem in the space H( lRm).
Our methods are based on duality theorems in various functional spaces.

2. Notations and auxiliary facts

Throughout this paper we shall use the following notations. If z =
(z1, . . . , zn), u = (u1, . . . , un), x = (x1, . . . , xn) are multicomplex num-
bers, k = (k1, . . . , kn) ∈ ZZn

+ :=
{
a ∈ ZZn : 0 ≤ ai ∀1 ≤ i ≤ n

}
, then we

denote
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|z| :=
n∑

i=1

|zi|,

〈z,u〉 :=
n∑

i=1

ziui,

zu := (z1u1, . . . , znun),

xk := xk1
1 · · ·xkn

n ;

k! := k1! · · · kn!.

If f is a function of n variables and k = (k1, . . . , kn) ∈ ZZn
+ then we let

f (k) :=
∂|k|f

∂xk1
1 . . . ∂xkn

n

·

The Cartesian of n copies S is denoted by Sn. Tr stands for the interval
[−r, r]. The space of all continuous functions on lRn vanishing at infinity
with the uniform norm is denoted by C0( lRn). The space Cc( lRn) consists
of all continuous functions with compact support on lRn. C( lRn) denotes
the space of all continuous functions on lRn with the topology of uniform
convergence on compact subsets. C∞( lRn) stands for the space of all
infinitely differentiable functions with topology of derivatives converging
on compact subsets. D( lRn) stands for the space of all rapidly decreasing
functions on lRn. The space H( lRn) consists of all functions on lRn which
can be extended to an entire function on Cn. Let Lp( lRn) (1 ≤ p ≤
∞) stand for the space of Lebesgue p-integrable functions. The Fourier
transform of a function f in Lp( lRn) is written as f̂ in distributional sense.
The support of f is denoted by supp f .

We let for (σ, . . . , σ) ∈ ZZn
+, 1 ≤ p ≤ ∞, Bσ,p( lRn) denote the space

of functions f ∈ Lp( lRn) which can be extended to an entire function of
exponential type ≤ σ. When p = ∞ we denote this space by Bσ( lRn). It is
well-known that if f ∈ Bσ,p( lRn) then f ∈ Bσ,q( lRn) ⊂ Bσ( lRn)∩C0( lRn)
and f (k) ∈ Bσ,p( lRn), 1 ≤ p < q < ∞, ∀k ∈ ZZn

+. For any f ∈ Bσ( lRn) we
let σf := inf

{
r > 0 : supp f̂ ⊂ Tn

r

}
. It follows from the Paley-Wiener-

Schwartz theorem that σf ≤ σ for any f ∈ Bσ,p, 1 ≤ p ≤ ∞.
We shall collect below some auxiliary facts which will be used in the

next section.
By repeating the same argument as in the proof of Theorem 5.1 [4]

(p. 529) we obtain the following lemma concerning the convolution of a
compactly supported continuous function with a bounded Borel measure.
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Lemma 2.1. Let g be a function of Cc( lRn) and µ be a bounded Borel
measure. Then the convolution

(g ∗ µ)(·) :=
∫

lRn

g(· − u)dµ(u)

belongs to Lp( lRn), ∀1 ≤ p ≤ ∞. Further, for any h ∈ L∞( lRn) we have

g ∗ (h ∗ µ) = h ∗ (g ∗ µ).

The following lemma is contained implicitly in the proof of Theorem 1
[15].

Lemma 2.2. Let f be a function on lR and a > 0 such that ea|·|f(·) ∈
L1( lR). Suppose that S =

{
ak

}∞
k=1

is a sequence of distinct real numbers
satisfying the conditions

∞∑

k=1

(
1−

∣∣∣1− eπαk/2a

1 + eπαk/2a

∣∣∣
)

= ∞,

and f̂(s) = 0 for any s ∈ S. Then f = 0 a.e. on lR.
Using this lemma and the Fubini theorem we can prove inductively the

following

Lemma 2.3. Let f be a function on lRn and a is a positive number
satisfying

ea|·|f(·) ∈ L1( lRn).

Suppose that S =
{
αk

}∞
k=1

is a sequence of distinct real numbers satisfying
the conditions

(2)
∞∑

k=1

(
1−

∣∣∣1− eπαk/2a

1 + eπαk/2a

∣∣∣
)

= ∞,

and f̂(s) = 0 for any s ∈ Sn. Then f = 0 a.e. on lRn.
Finally, we take for granted the known fact that if f ∈ L1( lRn) and µ

is a bounded Borel measure on lRn then the convolution f ∗ µ ∈ L1( lRn)
and (f̂ ∗ µ)(·) ≡ f̂(·)µ̂(·), where as usual

µ̂(·) :=
∫

lRn

e−i〈x,.〉dµ(x).

This fact will be used to prove the first theorem in the next section.
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3. Completeness in functional spaces

Throughout this section A is always a countable set. If f ∈ H( lRn)
then its extension to lCn is also denoted by f . For any 1 ≤ p ≤ ∞ we shall
adopt the following conventions

UBp( lRn) :=
⋃
σ>0

Bσ,p( lRn),

UB( lRn) :=
⋃
σ>0

Bσ( lRn),

q :=
p

p− 1
·

For any function f on lRn we define the function f̃ by f̃(·) := f(– ·). If
x = (x1, . . . , xn) ∈ lRn then we let x′ = (x1, . . . , xn−1).

Theorem 1. a) Let A be a subset of UB1( lRn) satisfying

(6)
⋂

f∈A

{
x ∈ lRn : f̂(x) = 0

}
= ∅.

Suppose that ε is a positive number and S is a sequence of distinct complex
numbers satisfying

(7) Im α ≥ δ|α|, ∀α ∈ S,
∑

α∈S,α6=0

1
|α| = ∞.

Then the collection

C =
⋃

f∈A

{
f
(
·+ mπ

σf + ε
, ·+ α

)
: m ∈ ZZn−1, α ∈ S

}

is complete in Lp( lRn) 1 ≤ p < ∞.
b) Let A be a subset of UB( lRn) ∩ C0( lRn) satisfying condition (6),

and S be a sequence of distinct complex numbers satisfying condition (7).
Then the collection C is complete in C0( lRn).

Proof. a) Assume that C is incomplete in Lp( lRn) for some 1 ≤ p < ∞. In
view of the Hahn-Banach theorem we deduce that there exists a nonzero
function g ∈ Lq( lRn) such that

∫

lRn

f
(
x′ +

mπ

σf + ε
, xn + α

)
g(x)dx = 0,(8)

∀f ∈ A, ∀m ∈ ZZn−1, ∀α ∈ S.
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Let us fix f ∈ A and define the following function

(9) hf (z) := (f ∗ g̃)(z) ∀z ∈ lCn.

By virtue of Theorem 3.6.2 [5] we have hf ∈ UB( lRn), and (8) simply
means that

(10) hf

( mπ

σf + ε
, α

)
= 0, ∀m ∈ ZZn−1, ∀α ∈ S.

For any m ∈ ZZn−1, we let

h∗m,f (z) :=









hf

( mπ

σf + ε
, z

)
− hf

( mπ

σf + ε
, α0

)

z − α0





2

z 6= α0

h′f
2
( mπ

σf + ε
, α0

)
, z = α0,

where α0 is an arbitrary fixed element of S. It is easy to see that h∗m,f (z) ∈
UB1( lR) and vanishes on the set S \ {α0}. According to Theorem 3.1.3
[5], there exists a function ψm,f ∈ C( lR) with a compact support in
[−σm,f , σm,f ] such that

(11) h∗m,f (z) =
∫

lR

ψm,f (x)eixzdx, ∀z ∈ lC.

We define
Am,f =

{
x ∈ lR : ψm,f (x− σm,f ) 6= 0

}
.

It follows from (10) that

h∗m,f (z) = 0, ∀z ∈ S \ {α0}.

Now we wish to prove that h∗m,f ≡ 0. Otherwise, Am,f is a set with
nonzero measure.

By introducing a new variable y := x + σm,f , from (11) we obtain

(12)
∫

lRn

ψm,f (y − σm,f )eiyαdy = 0, ∀α ∈ S \ {α0}.
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Consider the set of functions
{
ψm,f (· − σm,f )ei·α : α ∈ S \ {α0}

}
. By the

assumption (7) and Theorem 1 [16] we know that this set is complete in
L2(Am,f ). On the other hand, we can write (12) in the form

∫

Am,f

χAm,f (y)ψf (y − σf )eiyαdy = 0, ∀α ∈ S \ {α0},

where χAm,f
(·) is the characteristic function of Am,f . Clearly, χAm,f

∈
L2(Am,f ). By virtue of the Hahn-Banach theorem we conclude that
χAm,f

≡ 0, which is impossible. Thus, h∗m,f ≡ 0. Therefore

hf

( mπ

σf + ε
, ·

)
≡ 0, ∀m ∈ ZZn−1.

For each z ∈ lC we define

hf,z(·) := hf (·, z).

It follows that hf,z is a function of Bσf
( lRn−1) vanishing on the set{ mπ

σf + ε
: m ∈ ZZn−1

}
. Thus, by using a sampling representation theo-

rem (Theorem 1 [2]) we obtain hf,z ≡ 0, ∀z ∈ lC. This implies that hf ≡ 0.
In particular, we get

(13) hf (x) = (f ∗ g̃)(x) = 0, ∀x ∈ lRn.

As f ∈ L1( lRn) ∩ Lp( lRn) and g̃ ∈ Lq( lRn), from (13) and Lemma 3.1 [4]
we deduce that supp ˆ̃g is contained in the set

Zf =
{
x ∈ lRn : f̂(−x) = 0

}
.

On the other hand, from (6) we infer that supp ˆ̃g is empty and consequently
g = 0 a.e., a contradiction. Thus the conclusion follows.

b) Suppose C is incomplete in C0( lRn). Applying the Hahn-Banach
theorem, we see that there exists a nonzero bounded measure µ such that

∫

lRn

f
(
x′ +

mπ

σf + ε
, xn + α

)
dµ(x) = 0,(14)

∀f ∈ A, ∀m ∈ ZZn−1, ∀α ∈ S.
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For any f ∈ A, we denote

h∗f (z) := (f̃ ∗ µ)(z) ∀z ∈ lCn.

By modifying the proof of theorem 3.6.2 in [5] it is not hard to show
that h∗f is a function of Bσf

( lRn). Furthermore, we derive from (14) that

h∗f
( mπ

σf + ε
,−α

)
= 0, ∀m ∈ ZZn−1, ∀α ∈ S.

By repeating the same argument as in the preceding part we conclude that
h∗f ≡ 0. In particular,

(f̃ ∗ µ)(x) = 0, ∀x ∈ lRn.

Now let g be an arbitrary nonzero function of Cc( lRn). In view of Lemma
2.1 we obtain

f̃ ∗ (g ∗ µ) = g ∗ (f̃ ∗ µ) ≡ 0.

Put g ∗ µ = h. We have f̃ ∗ h ≡ 0. Since f̃ ∈ L∞( lRn) and by Lemma 2.1
h ∈ L1( lRn)∩L∞( lRn), it follows from Lemma 3.1 [4] that for any f ∈ A,
supp f̂ is contained in the set

E =
{
x ∈ lRn : ĥ(x) = 0

}
=

{
x ∈ lRn : ĝ(x)µ̂(x) = 0

}
.

Hence
⋃

f∈A

supp f̂ is contained in E .

On the other hand, from (6) we deduce

⋃

f∈A

supp f̂ = lRn.

Thus, we have E = lRn. Since g is a nonzero function of Cc( lRn), we
conclude that ĝ(x) is an entire function and therefore vanishes on lRn at a
set with zero measure. Hence µ̂ = 0 a.e. on lRn. This implies that µ = 0,
a contradiction.

To complete the present paper we shall prove a theorem on the closure
span of a function rapidly decreasing in the space C∞( lRn).

Theorem 2. Let f be a nonzero function of D( lRn) such that its Fourier
transform has a compact support. If S is a sequence of distinct real num-
bers satisfying the condition (2), then
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span
{

f(x + s) : s ∈ Sn
}

= span D(Rn) = H( lRn),

where we take the closure span in C∞( lRn).

Proof. First we shall prove that

(15) span
{

f(x + s) : s ∈ Sn
}

= span D( lRn).

It is sufficient to check that each continuous linear functional on C∞( lRn)
which annihilates the collection

{
f(x + s) : s ∈ Sn

}
also annihilates on

D( lRn).
According to standard results on distribution (see Theorem 22, 29 [3]

p.64–p.68), each continuous linear functional T on C∞( lRn) is a distribu-
tion with compact support having the representation

(16) T =
∑

`̀̀≤m

g
(`̀̀)
` ,

where g` are functions of Cc( lRn). Furthermore, assuming that T annihi-
lates the set

{
f(x + s) : s ∈ Sn

}
. That is,

(17) T (f(x + s)) = 0, s ∈ Sn.

Substituting (16) into (17) we obtain

(18)
∑

`̀̀≤m

∫

lRn

(−1)`̀̀f (`̀̀)(x + s)g`(x)dx = 0, s ∈ Sn.

Since f ∈ D( lRn) we have

f̂ (`̀̀)(x + s) = f̂ (`̀̀)(x)ei〈x,s〉 = (ix)`̀̀ f̂(x)ei〈x,s〉.

Hence, by using the Parseval formula and (18) we get

∑

`̀̀≤m

∫

lRn

(−iu)`̀̀ f̂(u)ĝ`(u)ei〈u,s〉du = 0, ∀s ∈ Sn,
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i.e.,

(19)
∫

lRn

ei〈u,s〉ĥ(u)
( ∑

`̀̀≤m

(−iu)`̀̀ ĝ`(u)
)
du = 0 ∀s ∈ Sn,

We define
ψ(z) :=

∑

`̀̀≤m

(−iz)`̀̀ ĝ`(z), ∀z ∈ lCn.

Then (19) is of the form

(20)
∫

lRn

ei〈u,s〉f̂(u)ψ(u)du = 0, ∀s ∈ Sn.

Since g` ∈ Cc( lRn), we deduce that ĝ` is an entire function and hence
so is ψ. Moreover, because f̂ has a compact support, we infer that
eδ|·|f̂(·)ψ(·) ∈ L1( lRn), ∀δ > 0. By applying Lemma 2.3 from (20) and
the assumption on the set S, we obtain for any f ∈ A

(21) f̂(u)ψ(u) = 0, a.e. on lRn.

We shall prove that ψ ≡ 0. Indeed, otherwise ψ vanishes on lRn at a set
with zero measure. This and (21) imply that f̂ ≡ 0 on lRn. Consequently
f ≡ 0, a contradiction. Thus, we have proved that if a distribution T of
the form (16) annihilating the collection

{
f(x + s) : s ∈ Sn

}
then

(22) ψ(z) =
∑

`̀̀≤m

(−iz)`̀̀ ĝ`(z) = 0, ∀z ∈ lCn.

Now, it remains to check that T annihilates D( lRn). For this let h ∈
D( lRn). Then by virtue of the Parseval formula we get

T (h) =
∑

`̀̀≤m

∫

lRn

h(`̀̀)(x)g`(x)dx =
∫

lRn

ĥ(u)
{ ∑

`̀̀≤m

(−iu)`̀̀ ĝ`(u)
}

du = 0,

where the last identity follows from (22). Therefore, T also annihilaties
D( lRn). Hence (15) is proved.



COMPLETENESS OF A COLLECTION 37

It remains to prove that

(23) span
{

f(x + s) : s ∈ Sn
}

= H( lRn).

Indeed, from the above argument we see that T is a distribution with
compact support annihilating the set

{
f(x + s) : s ∈ Sn

}
if and only if T

is of the form (16) and the functions g` satisfy the relation
∑

`̀̀≤m

(−iz)`̀̀ ĝ`(z) = 0, ∀z ∈ lCn,

i.e. ∑

`̀̀≤m

(−iz)`̀̀
∫

lRn

g`(u)e−i〈u,z〉du = 0, ∀z ∈ lCn.

Therefore,

∑

`̀̀≤m

(−iz)`̀̀
∫

lRn

g`(u)
( ∑

k∈ZZn
+

(−iu)kzk

k!

)
du = 0 ∀z ∈ lCn.

This implies that

∑

k∈ZZn
+

zk
∑

`̀̀≤min(k,m)

∫

lRn

(−1)`̀̀g`(u)uk−`̀̀

(k− `̀̀)!
du = 0, ∀z ∈ lCn.

Consequently,

∑

`̀̀≤min(k,m)

∫

lRn

| (−1)`̀̀g`(u)uk−`̀̀

(k− `̀̀)!
du = 0, ∀k ∈ ZZn

+.

On the other hand, it is easy to verify that

T (uk) =
∑

`̀̀≤min(k,m)

∫

lRn

(−1)`̀̀g`(u)uk−`̀̀k!
(k− `̀̀)!

du, ∀k ∈ ZZn
+.

Hence,

(24) span
{

f(x + s) : s ∈ Sn
}

= span
{
uk : k ∈ ZZn

+

}
.

It follows from the Taylor expansion theorem that

(25) span
{
uk : k ∈ ZZn

+

}
= H( lRn).

Thus, by combining (24), (25) we complete the proof of the theorem.
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