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ON THE COMASS NORM OF A 3-COVECTOR

DOAN THE HIEU

1. INTRODUTION

A form ® on a Riemannian manifold which is closed and has comass
one is called give in a calibration. An oriented submanifold to which &
restricts to be exactly the volume form is called a ®-submanifold. The
fundamental lemma of the calibration theory says that each ®-subma-
nifold is homologically area minimizing.

The simplest but very important case is the case of constant coefficient
(paralell) calibrations (i.e. covectors have comass one) on n dimensional
euclidean vector space E™. This case is quite difficult and far from being
understood. It serves as a model for local behavior of the general cali-
brated manifold (see [DHM]). Moreover, the investigation of biinvariant
calibrations on symmetric spaces (see [M]) naturally leads to paralell cal-
ibrations on E™. And finally, many examples of calibrations that give rise
to rich geometric structures of minimal manifolds (e.g. complex, special
Lagrangian, associative, and Cayley) have constant coefficients (see [HL]).

Firstly, in order to use a k-covector ® as a constant coefficient calibra-
tion, one needs to know the commas of ®:

[@[]" := sup{®(£)|¢ € G(k, E")},

where G(k,E") ¢ A\"E" is the Grassmannian of oriented unit k-plane
in E™. But the computation of the comass of ® is a primary obstacle to
the use of ® as a calibration. Secondly, one needs to know which planes
¢ are calibrated by ®, i.e., what is the face G(®) of the Grassmannian
corresponding to ®

G(®) ={{ c Gk E") / ©(&) = [|["}
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The last question is which k-submanifolds in E™ are ®-submanifolds;
i.e., the k-submanifolds whose tangent planes are calibrated by ® (which
are automatically homologically area minimizing). It is quite, often that,
they are unions of k-planes, and even this case is of interest. Several
beautiful examples of constant coefficient calibrations were given in [HL]
and [H].

The purpose of this paper is to give another point of view on the comass
of a covector in the simplest case (3-covector) and we use it to compute the
comass of some classes of 3-covectors. In examples 3.4 and 3.5 we compute
the comass of the fundamental 3-form 7 on so(4) and we define the contact
set G(7). Example 3.6 gives a contruction of a calibrated algebra structure
on R*"~1 and hence a calibration of degree 3 on it. This is a generalization
of the well known associated calibration on R’.

2. CALIBRATED ALGEBRA

Definition 2.1. Let E” be an euclidean vector space of dimension n with
inner product <, >. Suppose that there exists a mapping ® from E" x E"
into E™ which satifies the following conditions:

(1) @ is bilinear,
(2) @ is antisymetry, i.e.

®(z,7) =0 forall z€E",

(3) ®(x,y) is orthogonal to = and y for all z,y € E™.
Then (E", ®) is called a calibrated algebra.

It is easy to prove that the equality ®(z,y) = —®(y,z) holds for all
x,y € E" and the trilinear form (x, ®(y, z)) is alternating, for all z,y,z €
E™. Thus each calibrated algebra defines a 3-covector on it, defined by

O(z,y,2) = (x, 9(y, 2)).

Conversely, each 3-covector ® on an Euclidean vector space E™ defines a
calibrated algebra structure on it. Indeed, a 3-covector ® is considered as
an alternating and trilinear mapping from E™ x E™ x E" to R. For each
x € E", let ®, be the mapping from E" x E" to R defined by

S, (y,z) = ®(z,y, 2).
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It is obvious that each ®, is bilinear, alternating and the mapping = —
®, is linear, i.e.,

q)x+:c’ = o, + q)lx7
Py, = AP, forany A € R.

Suppose that {e;};=12,.. » is an orthonomal basis on E”, and z = ) z;e;.
i
We have
(I)(ZL', Y, Z) = @(Z Ti€iy Y, Z)

== Z x’i@(eh Y, Z)
= Z xi(bei (y> Z)

= <£L‘, (I)(y, Z))?
where

6(y’ Z) = Z (I)ei (yv z)ei,

Obviously, ® is a bilinear mapping from E" x E” to E™ which is al-
ternating and satifies the condition (3). Hence, (E", ®) is a calibrated
algebra and is then called calibrated algebra assocated with &.

The norm ||®|| of ® is defined by

|@l = sup [|B(z,y)l,
lel=lyll=1

and the contact set G(®) of ® is defined by

G(@) ={(z,y) | Iz =yl = L [@(=. )|l = [|2]}
={n€GE2.E") | |eMm] =2}

We have the following lemma.

Lemma 2.2.
Lo =[®],
2. G(®)={P(n) An|neG(®}).
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Proof. Let € = x Ay A z be a unit simple 3-vector. We can assume that
x,vy, 2z are orthonormal vectors. Then we have

O(z,y,2) = (z,9(y,2))
< ]| [[®(y, 2)I| < |2]].
Thus,
[@f* < ||®]].
Now suppose that |8 (yo, 20| = ||B]. Let o = %, then we
have _
®(z0,90,20) = (20, ®(yo, 20))
= [lzoll-[®(yo, 20)]|
= || (yo, 20) |
= ||®|.
Thus,
@[ = [[®].

The proof of the second part is clear.

Definition 2.3. Let (E", ®) is a calibrated algebra associated with 3-
covector ®. The subspace M C E™ is called an invariant subspace of @
(or ® - invariant) if and only if ®(z,y) € M, for all z,y € M.

Lemma 2.4. Suppose that § € G(®), then span(§) is 3-dimensionnal
invariant subspace of ®.

Proof. Let {x,y, z} be the orthonormal basis of span(§). The inequality

D(x,y,2) = (z, By, 2))
<zl @y, 2)|| = |8y, )|,

implies that = and ®(y, z) are linearly dependent vectors, hence

O(y,z) =azx, acR.

Analogously, B
®(z,x) = ay,

K|

(:Cﬂ y) = az’



ON THE COMASS NORM 353
where
a= 2"
The proof of the lemma is completed.

It is easy to prove the following lemma

Lemma 2.5. Let & be a unit simple 3-covector and span(§) is an invariant
3-dimension subspace of ®. If {x,y, z} is an orthonormal basis of span(§),
then we have

6(3}, y) = az,
a(y, z) = ax,
D(2,7) = ay

The number a is then called an eigenvalue of ® corresponding to the in-
variant subspace span(§).

By virtue of above two lemmas, we can define the comass of ¢ as
follows:

|®[]* = sup{®(¢) | span() is a ® — invariant subspace },

and
|®|]* = sup{ala is an eigenvalue of ®}.

3. EXAMPLES

We can now construct an algorithm for computing the comass of 3-
covectors on low dimensional Euclidean vector spaces.

Suppose E™ is a calibrated algebra associated with 3-covector ®. For
each x € E", let ®, be the mapping from E” to E™ defined by

B, (y) = (x,y).

It is easy to see that @, is linear and has the following properties:
1. ®,.(z)=0,
2. ®,(y) is orthogonal to = and y.

Thus ®, can be considered as a linear mapping from z+ to x* where
xt denotes the subspace of E" containing all vectors orthogonal to .
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Since ®,(y) L y, ®, has no eigenvector belonging to eigenvalue
A # 0, for all € E™. Thus, if ®, # 0, then ®, has the invariant sub-
space of 2-dimension M = span(y, z) (y, z is the orthonormal basis of M)
belonging to eigenvalue a + b and

P, (y) = ay — bz,
D, (2) = az + by.
Since ®,(y) L y and ®,(z) L z, it implies that a = 0, and we have
Lemma 3.1. The roots of characteristic polynomial of ®, are A =0 (if

A is real) or pure imaginary A = ib.

By virtue of Lemma 3.1, we have
det(®, — M) = N (\2 + f1(2)) ... (N2 + f(z)),

where f;(z) > 0 and +i\/f;(x) (j = 1,2,...,m) are pure imaginary
roots of characteristic polynomial of ®.

Let A = max{ sup f;(z)}, and A is the set of all 3-vector { =z Ay Az
b lzll=1
(z,y, z are orthonormal vectors). There exists an index j, such that the
equality fj(x;) = A holds and span(y; A 2;) is a 2-dimensional invariant
subspace of ®,,. The following lemma gives a relationship between ||®|*
and A and also one between G(®) and A.

Lemma 3.2.
Lo o) = VA4,
2. G(P)=A.

Proof. 1. Suppose that ®(z,y, ) = ||®||*, then span(y A z) is an invariant
subspace of ¥, and
Do (y) = 12"z,
Du(2) = |12y,
and hence,

le]* < VA.

Conversely, assume that there exists index j, such that f;(z;) = VA,
and
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It implies

Thus,
|®]* = VA.
2-  The proof of the second part is clear.

By using Lemma 3.2 we can compute the comass of some 3-covectors
in low dimensional euclidean vector spaces.

Example 3.3
Let {eq,ea,... , e} be an orthonormal basis of RS, and {wy, wa, ... ,ws}
be the dual basis of {e1,ez,...,es}. We shall use the notation wp,, for

wp A wg A w,. Consider the 3-covector
¢ = wi23 + wys6-
A direct computation shows that

D= (., Pe,,. .., Pey),

where
Q. = wos, ., = —wis, ., = w2,
., = wsg, Q. = —wye, Qey = wys.
Let © = (ay,as,...,as) € R® be an arbitrary point of R®. It is easy
to see that the matrix of ®, corresponding to {e1,ez,... e} is
0 as —as9 0 0 0
—as 0 a1 0 0 0
a9 —aq 0 0 0 0
0 0 0 0 Qg —das
0 0 0 —as O ay
0 0 0 as —ay 0
and _
det(®, — M) = X\ + f1(2)) (02 + fo(2)),
where
fi(z) = a? + a3 + a2,
fa(x) = a3 + a? + a2.
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Thus,
|@[|* = VA = max{sup f1(z),sup f2(z)} = 1,

and
G(®)={es NeaNes; esNesNegh.

Example 3.4. Let so(n) be the Lie algebra of all skew symmetric
(n x n) matrices with the product

X,Y] = XY - YVX.
The inner product on so(n) is defined by
(X,Y) =trXY" = —trXV.

The fundamental 3-form 7 on so(n) is defined by

(X,Y,Z) = =(X,[Y, Z]) = (X,YZ) = —t1 XY Z.

N | =

By using Lemma 3.2, we compute the comass of 7 in the simplest case,
when n = 4, i.e. so(4) = RS. The computation of 7 in the general case
(on so(n)), will be given later.

An orthonormal basis of so(4) is provided by the matrices E;; (i < j)
1
with — in (4, j)-position and 7 in (7, 1)-position and zeros elsewhere.

V2

Let X be arbitrary matrix in so(4) and || X|| =1

0 ay a9 as
—aq 0 Qq as

X = ,
—a9 —ay 0 ag

—a3 —a5 —ag 0

X = V2(a1E12 + asEy3 + a3Fig + a4 Foz + a5 Eay + agE34).

A computation shows that, the matrix of 7x corresponding to the
basis {Ejj}i<; is

0 —ay4 —as as as 0
Q4 0 —Qg —aj 0 as
1 as ae 0 0 —a; —a3
21 —as a4 0 0 —ag as ’
—as 0 aq Qg 0 —Qay

0 —as a9 —as Q4 0
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and
det(Tx — M) = A2(A2 + f1(X)) (N + fo2(X)),

where ] ]
= Z ZCL? + §(a1a6 + aszaqg — a2a5)

1 5 1
The equality holds if and only if X has the form

0 a b c

-b —c 0 a
—-c b —a 0
Also .
f2(X) = ZZ ; — = (a1a6 + azay — azas)

VAN
Do |
&,
A;I»—‘ o

0 a b c

—-a 0 —c¢ b
-b ¢ 0 —a
—c —-b «a 0
Thus,
Il = &
7" =3
and
G(r) ={L, R},
where
L =span(Lq, Lo, Ls) ; R =span(Ry, R, R3),
O 1 0 0 0O 1 0 O
1{ -1 0 0 O 1{ -1 0 0 O
Li=50 0o 0 0o 1| =30 00 -1
0O 0 -1 0 O 01 0
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0 01 0 0 0 1 0
1{ o 00 -1 1{o o0 01

La=51 100 of =301 0 0o o0 ’
0 1.0 0 0 -1 0 0
0 0 0 1 0 0 0 1
1{o o 10 1l 0 0 -1 0
Ls=5l o -1 00| =300 1 0 o
1 0 0 0 10 0 0

Now, by using lemma 2.3, we shall compute the comass of 7 on so(n)
(example 3.5) and construct multi-associative calibrations.

Example 3.5

Lemma 3.5.1. For all A € Mat(n,R), we have the inequality

1A — A < 4] A" —4) o,

where A = (a;;) and A" is the transpose of A.

Proof.
1A = A = (ai; — a;i)”
i#]

= 22@% — 2Zaijaﬁ
i#] i#]

< 4Za§j
i#]

= 4| A2 -4 a:

i#]
Lemma 3.5.2. For all A, B € so(n), |A| =|B|| =1, we have
ITA, Bl < 1.

Proof. First, we note that the group O(n) acts on so(n) on both sides,
preserving the inner product. Moreover, for all T' € O(n), for all A, B €
so(n), we have

[Adp A, AdpB] = [TAT ', TBT '] = T[A,B]T!,

and hence 7 is a O(n) - biinvariant.
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Because of this, in order to prove the Lemma 3.3.2 we can assume that
A is in the canonical form

0 aq
—aq 0
0 as @)
—a 0
A= k<
0 Q. ’ ( n>
—ag 0
0
O
0
by
. by -
For simplicity, we denote B = .|, where b; are vector rows of B.
bn
We have
algg albzl 0 e a162n
—albl 0 —a1612 . —albln
AB— ak§2k _ arbay 1 arbar 2 e arbok n
—aibop_1 —agbak—11 —agbog—12 ... —agbak—1n |’
0 0 0 .. 0
0 0 0 0

hence

2| AB|? = 2a3 (b2 + b2) + ... + 2a3 (b3, + b2y)
ai (> b7) — ai[|Crall® + 24303,
7

+a3(Db7) — a3l|Caal® + 24303,

7
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+ap (Y b7) — afl|Cor—1,2k” + 2a5b3 1 o1

(2

=" a)O_ ) =Y alCoimraill> +2) aib3, 4,

where C;; denotes the (n —2,n — 2) matrix received from AB by effacing
the 7th rows and jth columns. We have

I[A, B]|? = [|AB — (AB)'|> < 4| AB|* = 4) _af03,_;

_ 2(2 a?)(z b2) — 2 Z aZ|Cai1.2: )

<2_-1=1

N | =

The proof is completed.
Let £ = span(Ly, L2, L3), and R = span(R1, Re, R3), where

(L O _ (R, O
a=(5 o) + m=(% o)
_(Ly O . _(Ry O
52_(0 0) ’ RQ_(O 0)
(L3 O , _(Rs O
‘53_(0 0) : R?’_(o 0)

Lemma 3.5.3

D7l =35

2) G(r) ={Adr(£);Adr(R) | T € O(n)}.
Proof. 1) Let A,B,C € so(n), ||A]| = ||B]| = ||C]| = 1, and A is in the

canonical form. Then

7(4,B,C) = ;([A, B],C) < %H[AB]H-HCH

1

Y

N — DN =

[\
—_
—_
Il

and the equality holds if and only if
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a) [A7 B] - C,
b) AB = —BA,
c) ZazzHCQi—l,%Hz =0

(see the proof of Lemma 3.5.1 and 3.5.2).
— If there exists a; # 0 and a; = 0 (Vj # 7), then
AB — BA=0.

—If there exist a; # 0; a; # 0; ax # 0, (where without loss of generality
we may assume that a; # 0; as # 0; az # 0) then the equality holds if

IC12[I* = |C3a]|* = [ Cs6[1* = 0
and we imply that A = 0. This contradicts the hypothesis.

Thus, the equality holds only in the following case: there exist a; #
0; a; # 0; and ay = 0 for all £ # 4,j. We can assume that a; # 0 and
as 7& 0.

From the computation of the comass of 7 and the contact set G(7) on
so(4) (example 3.4), together with the condition AB = —BA, we deduce
that

1
la1| = [az| = 3

Case 1. If a1 = a9 = j:%, then B and C' must be in the form

0 0O b ¢
0 0 ¢ —-b 0]
b —c 0 0
—c b 0 0
O O

then span(A, B,C) = L.
Case 2. If a1 = —as = j:%, then B and C must be in the form

0 0 b ¢
0 0 —c b O
-b ¢ 0 O
—c —=b 0 O
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then span(A, B,C) = R.

2) The proof of second part is obvious.
Remark. The comass of 7 was computed by D.T.Thi in 1977 to show that
S3 (resp. SU(2)) is homologically volume minimizing in SO(n) (resp.
SU(n)). But the computation here is given quite different and the de-
scription of G(7) is new. It shows that only S® (resp. SU(2)) is calibrated
by 7 up to isometry, and the isometry can be defined explicitely.
Example 3.6.

Consider H", the set of column of height n of quaternions. For each
pair X = (z1,22,...,2,) € H"; Y = (y1,92,. .. ,yn) € H", we define the
product XY as below

XY =7 = (21,22, ,2n),
where
21 = X1Y1 — Y2T2 — Y33 — ... — YnTn,
Zo = Y2X1 + T2y1,
zZ3 = Y3xr1 + T3Y1,
Zn = YnT1 + Tnl1,

Denote 1 = (1,0,...,0) be the unit element of H", let ReH" be the span
of 1 € H", and ImH" be the orthogonal complement of ReH". Then each
X € H” has a unique orthogonal decomposition

X=X+ X X; € ReH" X' € ImH".
The conjugation is defined by
X=X -X

thus,

&:%a+7) X' =-(X -X).

Elementary facts concerning conjugation are
X=X XY =YX XX = XX = |X]?,

— 1 — —
(X.Y) = ReXY = o (XY +VX).
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Theorem 3.6.1. For all X = (z1,22,...,2,); Y = (y1,Y2,--- ,Yn), we
have

1) [XY]<|X][Y],
2) the equality holds if and only if
i) Yoz 11 Y523 1T ... 11 UpZn,s
i) |ziys| = |zl 4,5 =2, i
(The notation a 17 b means that a = kb (k€ R, k>0)).

To prove the theorem, first we prove the following two lemmas
Lemma 3.6.2. For all a,b,c,d € H, we have

{ac,db) = (da,be).

Proof. Let x = (a,b); y = (¢,d) € O (where O = H @ H is the set of all
Caley numbers, see [HL]). We have

lz.y|> = (ac — db)? + (da + bc)?
= a*c® + d?v* — 2{ac, db) + d*a® + b*c* + 2(da, be),

and
|z?y* = (a® + %) (c® + d?),

Because O is a norm algebra, i.e.
|zy| = ||y,

we have

{ac,db) = (da,bc).
Lemma 3.6.3. For all a,b,c,d € H, we have
2(ca,db)y < a’d* + b*c?;
the equality holds if and only if ¢a 11 db, and |ad| = |cb|.

Proof.
2(¢a,db) < 2|cal.|db| = 2|c|.|a|.|d].|b|

= 2|ad|.|cb| < |ad|? + |cb|?,
the equality holds if and only if

¢a 17 db and |ad| = |cb|.
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Proof of Theorem 3.6.1
IXYPP=22+22+.. . +22

n

n
— Zgg Z xlyj + 22 y1 22<$1ylayi$i>
i=1

=2

+ 2Z<$i?17yi331> +2 Z (Ui, Yjzj)

1=1 iy-j:'2
i#£J

< (Da?) (X w?) = IxPp?
i=1 i=1
The proof of the second part is omitted.

— 1 — — —
Definition 3.6.4. Let ®(X,Y) = —§(XY —YX) = ImYX, for all
X,Y € H™. This product will be called the quasi cross product on H".

Remarks.
NIfX,YeH" X 1Y, then

(3.6.5) B(X,Y)=YX.

2) For all X,Y € ImH", we have
(3.6.6) ®(X,Y) € ImH".
Indeed, since (X,Y) = ReY X = 0, we imply that YX = ImY X. This
proves 1). The second part is obvious.

Theorem 3.6.7. (ImH", ®) is a calibrated algebra.

Proof. We first observe that, the quasi cross product on ImH" is alter-
nating since (X, X) =0, for all X € ImH".
We show that
(Z,®(X,Y)) = (Z,XY) forall X,Y,Zc H"
Indeed, we have _
(Z,B(X,Y)) = ~(Z.B(Y, X))

= —(Z,ImXY)

—(Z,XY)
=(Z,XY).
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And by virtue of the Lemma 3.6.2, it is easy to prove that

1) If a,b € ImH, then
(a,ab)y = 0.

2) If @ € ImH and b € H, then
(b,ba) = 0.

Finally, by using the definition of the product XY, direct computation
shows that
(®(X,Y),X) = (XY, X) = 0,

and

(B(X,Y),Y) = (XY,Y) = 0.

The theorem is proved.

Consider the trilinear form defined by
P(X,Y,Z) = (X,®(Y, 2)).

Obviously, ® is alternating and by virtue of Lemma 3.6.1, Remark 3.6.5
and Theorem 3.6.7, the following lemma is immediate.
Lemma 3.6.8.
1)@ =1,
2) G(®) = {®(X, Y)AXAY | (X,Y) € G(D)}.
More explicitly, G(®) is the set of all 3-covectors £ € A*(ImH") of the
form £ = ®(X,Y) A X AY, in which X,Y satisfy the following conditions
1) > ziyi =0,

2) Yo T2 7 YsT3 T...1 YnTn.

Thus, ® is a calibration and is called multi-associated calibration.

Remark. 1- In [M2] F. Morgan showed that the comass of Double Slag
and Double Assoc is one. But the comass of Triple Slag and Triple Assoc
is not knowed (also for the Multiple Slag and the Multiple Assoc). The
information about SLAG-ASSOC calibrations of type (k,[) here is new.
All of them belong to F*(SLAG) = {® / G(®) D G(Psrac)}-
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2-Let V=ImHxImH x ... x InHxH x ... x Hx {0} x... x {0} =

v~

k l

R3*+D+4L then ®|y is a calibration belonging to F*(SLAG) and is called
SLAG-ASSOC calibration of type (k, /).

Examples. Double-Slag calibration is SLAG-ASSOC calibration of type

(2,

0)

Double-Assoc calibration is SLAG-ASSOC calibration of type (0,2).
Triple-Assoc calibration is SLAG-ASSOC calibration of type (0, 3).
Triple-Slag calibration is SLAG-ASSOC calibration of type (3,0)
SLAG-ASSOC calibtation of type (1, 1) is a calibration on ImH xImH x

H~R'...

These calibrations belong to F*(SLAG). Their faces contain many

ASSOC , SLAG, and CP* faces.
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