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SIMPLE LIE ALGEBRAS ARISING FROM STEINBERG

ALGEBRAS OF HAUSDORFF AMPLE GROUPOIDS

Tran Giang Nam1

Abstract. In this paper, we show that a unital simple Steinberg algebra

is central, and a nonunital simple Steinberg algebra has zero center. We

identify the fields K and Hausdorff ample groupoids G for which the simple

Steinberg algebra AK(G) yields a simple Lie algebra [AK(G), AK(G)]. We

apply the obtained results on simple Leavitt path algebras, simple Kumjian-

Pask algebras and simple Exel-Pardo algebras to determine their associated

Lie algebras are simple. In particular, we give easily computable criteria to

determine which Lie algebras of the form [LK(E), LK(E)] are simple, when

E is an arbitrary graph and the Leavitt path algebra LK(E) is simple. Also,

we obtain that unital simple Exel-Pardo algebras are central, and nonunital

simple Exel-Pardo algebras have zero center.

Mathematics Subject Classifications: 16D30; 16S88; 17B60

Key words: Leavitt path algebras; Exel-Pardo algebras; Kumjian-Pask

algebras; Lie algebras; Steinberg algebras.

1. Introduction

Steinberg algebras were introduced in [29] in the context of discrete inverse

semigroup algebras and independently in [13] as a model for Leavitt path algebras,

which is a discrete analogue of groupoid C∗-algebras ([17], [25] and [26]). This

class of algebras includes group algebras, inverse semigroup algebras, Leavitt

path algebras [2, 5], Kumjian-Pask algebras [23, 6], and Exel-Pardo algebras

[18, 15, 19, 20].

With each associative K-algebra R one may construct the Lie K-algebra [R,R]

of R, consisting of all K-linear combinations of elements of the form xy−yx where

x, y ∈ R. Then [R,R] becomes a Lie algebra under the operation [x, y] = xy− yx

for all x, y ∈ R. In particular, when R is the Steinberg algebra AK(G) of a Haus-

dorff ample groupoid G, one may construct and subsequently investigate the Lie

algebra [AK(G), AK(G)]. Such an analysis was carried out in [4] in the case where

G is the graph groupoid GE associated to a row-finite graph E for which the Leav-

itt path algebra LK(E) is simple. In [4, Corollaries 21 and 2.2, and Theorem 2.3]

easily computable necessary and sufficient conditions were given which determine

the simplicity of the Lie algebra [LK(E), LK(E)] in this situation.
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In this article, we show that a unital simple Steinberg algebra is central, and a

nonunital simple Steinberg algebra has zero center (Theorem 2.6). We apply the

result together with Herstein’s result [21, Theorem 1.13] (see Theorem 1.2 be-

low) in order to identify the fields K and Hausdorff ample groupoids G for which

the simple Steinberg algebra AK(G) yields a simple Lie algebra [AK(G), AK(G)]

(Theorem 2.9). Consequently, we obtain the following interesting results. Firstly,

together with Abrams and Mesyan’s result [4, Theorem 23], we give easily com-

putable necessary and sufficient conditions (Theorems 3.4 and 3.7) to determine

which Lie algebras of the form [LK(E), LK(E)] are simple, when E is an arbitrary

graph and the Leavitt path algebra LK(E) is simple, which generalize Abrams

and Mesyan’s main results in [4, Section 3]. Secondly, we obtain that unital sim-

ple Kumjian-Pask algebras of row-finite k-graphs without sources are central, and

nonunital simple Kumjian-Pask algebras have zero center (Theorem 4.3), which

may recover Brown and an Huef’s result [8, Theorem 4.7], as well as give criteria

(Theorem 4.4) to determine which Lie algebras of the form [KPK(Λ),KPK(Λ)]

are simple, when Λ is a row-finite k-graph without sources and the Kumjian-Pask

algebra KPK(Λ) is simple. Thirdly, we completely describe the center of simple

Exel-Pardo algebras (Theorem 5.6) which shows that unital simple Exel-Pardo

algebras are central, and nonunital simple Exel-Pardo algebras have zero center,

and give criteria for Lie algebras of the form [LK(G,E), LK(G,E)] are simple

(Theorem 5.7), when the Exel-Pardo algebra LK(G,E) is simple.

We now present a streamlined version of the necessary background ideas. Given

a ring R and two elements x, y ∈ R, we let [x, y] denote the commutator xy− yx,

and let [R,R] denote the additive subgroup of R generated by the commutators.

Then [R,R] is a Lie ring, with operation x ∗ y = [x, y] = xy − yx, which we call

the Lie ring associated to R. If R is in addition an algebra over a field K, then

[R,R] is s K-subspace of R, and in this way becomes a Lie K-algebra, which we

call the Lie K-algebra associated to R. Clearly [R,R] = 0 if and only if R is

commutative.

For a d × d matrix A ∈ Md(R), trace(A) denotes as usual the sum of the

diagonal entries of A. We will utilize the following fact about traces.

Proposition 1.1 ([24, Corollary 17]). Let R be a unital ring, d a positive integer,

and A ∈ Md(R). Then A ∈ [Md(R),Md(R)] if and only if trace(A) ∈ [R,R]. In

particular, any A ∈ Md(R) of trace zero is necessarily in [Md(R),Md(R)].

Let L denote a Lie ring (respectively, Lie K-algebra). A subset I of L is

called a Lie ideal if I is an additive subgroup (respectively, K-subspace) of L

and [L, I] ⊆ I. The Lie ring (respectively, Lie K-algebra) L is called simple if

[L,L] 6= 0 and the only Lie ideals of L are 0 and L. It is well-known [4, Lemma

2] (see also [22, Page 34]) that a Lie K-algebra L over a field K is simple as a

Lie ring if and only if L is simple as a Lie K-algebra. As a consequence of this

note, throughout the article we will often use the concise phrase “L is simple”
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to indicate that the Lie K-algebra L is simple either as a Lie ring or as a Lie

K-algebra. The following result of Herstein will play a pivotal role in our analysis.

Theorem 1.2 ([21, Theorem 1.13]). Let S be a simple ring. Assume that either

char(S) 6= 2 or that S is not 4-dimensional over Z(S), where Z(S) is a field.

Then U ⊆ Z(S) for any proper Lie ideal U of the Lie ring [S, S].

2. Simplicity of the Lie algebra of a simple Steinberg algebra

In this section, we show that a unital simple Steinberg algebra is central, and

a nonunital simple Steinberg algebra has zero center (Theorem 2.6). We apply

the result together with Herstein’s result cited above in order to identify the

fields K and Hausdorff ample groupoids G for which the simple Steinberg algebra

AK(G) yields a simple Lie algebra [AK(G), AK(G)] (Theorem 2.9). All these

constructions are crucially based on some general notions of groupoids that for

the reader’s convenience we reproduce here.

A groupoid is a small category in which every morphism is invertible. It can

also be viewed as a generalization of a group which has a partial binary operation.

Let G be a groupoid. If x ∈ G, s(x) = x−1x is the source of x and r(x) = xx−1

is its range. The pair (x, y) is is composable if and only if r(y) = s(x). The set

G(0) := s(G) = r(G) is called the unit space of G. Elements of G(0) are units in

the sense that xs(x) = x and r(x)x = x for all x ∈ G. For U, V ⊆ G, we define

UV = {αβ | α ∈ U, β ∈ V and r(β) = s(α)} and U−1 = {α−1 | α ∈ U}.

A topological groupoid is a groupoid endowed with a topology under which

the inverse map is continuous, and such that the composition is continuous with

respect to the relative topology on G(2) := {(β, γ) ∈ G2 | s(β) = r(γ)} inherited

from G2. An étale groupoid is a topological groupoid G, whose unit space G(0)

is locally compact Hausdorff, and such that the domain map s is a local home-

omorphism. In this case, the range map r and the multiplication map are local

homeomorphisms and G(0) is open in G [27].

An open bisection of G is an open subset U ⊆ G such that s|U and r|U are

homeomorphisms onto an open subset of G(0). Similar to [25, Proposition 2.2.4]

we have that UV and U−1 are compact open bisections for all compact open

bisections U and V of an étale groupoid G. If in addition G is Hausdorff, then

U ∩ V is a compact open bisection (see [28, Lemma 1]). An étale groupoid G is

called ample if G has a base of compact open bisections for its topology.

Steinberg algebras were introduced in [29] in the context of discrete inverse

semigroup algebras and independently in [13] as a model for Leavitt path algebras.

We recall the notion of the Steinberg algebra as a universal algebra generated by

certain compact open subsets of a Hausdorff ample groupoid.
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Definition 2.1 (The Steinberg algebra). Let G be a Hausdorff ample groupoid,

and K a field. The Steinberg algebra of G, denoted AK(G), is the algebra gener-

ated by the set {tU | U is a compact open bisection of G} with coefficients in K,

subject to

(R1) t∅ = 0;

(R2) tU tV = tUV for all compact open bisections U and V ; and

(R3) tU + tV = tU∪V whenever U and V are disjoint compact open bisections

such that U ∪ V is a bisection.

Every element f ∈ AK(G) can be expressed as f =
∑

U∈F kU tU , where F is a

finite set of compact open bisections. It was proved in [13, Theorem 3.10] that

the Steinberg algebra defined above is isomorphic to the following construction:

AK(G) = {1U | U is a compact open bisection of G},

where 1U : G −→ K denotes the characteristic function on U . Equivalently, if

we give K the discrete topology, then AK(G) = Cc(G,K), the space of com-

pactly supported continuous functions from G to K. Addition is point-wise and

multiplication is given by convolution

(f ∗ g)(γ) =
∑

γ=αβ

f(α)g(β)

for all γ ∈ G. It is useful to note that

1U ∗ 1V = 1UV

for compact open bisections U and V (see [29, Proposition 4.5]) and the isomor-

phism between the two constructions is given by tU 7−→ 1U on the generators. By

[13, Lemma 3.5], every element f ∈ AK(G) can be expressed as f =
∑

U∈F kU1U ,

where F is a finite set of mutually disjoint compact open bisections. By [29,

Proposition 4.11], AK(G) is unital if and only if G(0) is compact. In this case, the

identity element 1 = 1G(0) .

Let G be a groupoid and D,E subsets of G(0). Define

GD := {γ ∈ G | s(γ) ∈ D}, GE := {γ ∈ G | r(γ) ∈ E} and GE
D := GE ∩ GD.

In a slight abuse of notation, for u, v ∈ G(0) we denote Gu := G{u}, G
v := G{v}

and Gv
u := Gv ∩ Gu. For a unit u of G the group Gu

u = {γ ∈ G | u = r(γ) = s(γ)}

is called its isotropy group. The isotropy group of G is Iso(G) := ∪u∈G(0)Gu
u . A

subset D of G(0) is called invariant if s(γ) ∈ D implies r(γ) ∈ D for all γ ∈ G.

Equivalently, D = {r(γ) | s(γ) ∈ D} = {s(γ) | r(γ) ∈ D}. Also, D is invariant if

and only if its complement is invariant.

Definition 2.2 ([9, Definition 2.1]). Let G be a Hausdorff ample groupoid. We

say that G is minimal if G(0) has no nontrivial open invariant subsets. We say

that G is effective if the interior of Iso(G) \ G(0) is empty.
4



The following theorem provides us with a criterion for Steinberg algebras of

Hausdorff ample groupoids to be simple, which plays an important role in the

current note.

Theorem 2.3 ([9, Theorem 4.1] and [11, Theorem 4.1]). The Steinberg algebra

AK(G) of a Hausdorff ample groupoid G over a field K is simple if and only if G

is both effective and minimal.

The center of the Steinberg algebra AK(G), denoted Z(AK(G)), is characterized

in [29, Proposition 4.13]. First, we say f ∈ AK(G) is a class function if f satisfies

the following conditions:

(1) f(α) 6= 0 implies r(α) = s(α);

(2) s(α) = r(α) = s(β) implies f(α) = s(βαβ−1).

Then [29, Proposition 4.13] says that the center of AK(G) is

Z(AK(G)) = {f ∈ AK(G) | f is a class function}.

Using this note we next computer the center of simple Steinberg algebras. To do

so, we need to describe various elements of a Steinberg algebra which are in its

center.

Lemma 2.4. Let K be a field, G a Hausdorff ample groupoid and U a compact

open invariant subset of G(0). Then 1U is a class function.

Proof. Since U is a compact open subset of G(0) and G(0) is Hausdorff, U is clopen

in G(0). Since G(0) is clopen in G by the Hausdorff property, U is clopen in G.

This implies that 1U ∈ AK(G). Let α ∈ G with 1U (α) 6= 0. We then have α ∈ U ,

and so s(α) = r(α).

Let α and β ∈ G with s(α) = r(α) = s(β). If α ∈ U , then βαβ−1 = ββ−1 and

s(β) = s(α) = α. Since U is an invariant subset of G(0), r(β) = ββ−1 ∈ U , and

so βαβ−1 ∈ U . This implies that 1U (α) = 1 = 1U (βαβ
−1).

Consider the case α /∈ U . Assume that βαβ−1 = u ∈ U . We then have

r(β) = u and

s(β) = β−1β = β−1uβ = β−1βαβ−1β = s(β)αs(β) = r(α)αs(α) = α.

Since U is an invariant subset of G(0) and r(β) = u ∈ U , we must have α = s(β) ∈

U , a contradiction. This shows that βαβ−1 /∈ U , and so 1U (βαβ
−1) = 0 = 1U (α).

Therefore, 1U is a class function, thus finishing the proof. �

Lemma 2.5. Let K be a field and G a Hausdorff ample groupoid, and let f ∈

Z(AK(G)). Then supp(f) ∩ G(0) is a compact open invariant set.

Proof. We first have that f(G)\{0} is contained in a compact subset of the discrete

space K, and so it is finite. Assume that f(G) \ {0} = {k1, . . . , kn}. For each

1 ≤ i ≤ n, we have that f−1(ki) is a clopen subset of G. Since f−1(ki) ⊆ supp(f)

and supp(f) is compact, f−1(ki) is compact. Since G(0) is clopen in G by the

Hausdorff property, f−1(ki) ∩ G(0) is a compact open subset of G.
5



We next claim that f−1(ki) ∩ G(0) is invariant. Indeed, let α ∈ G with s(α) =

α−1α ∈ f−1(ki) ∩ G(0). We then have f(α−1α) = ki and αα−1 = α(α−1α)α−1.

Since f ∈ Z(AK(G)) and by [29, Proposition 4.13], f is a class function, and

so f(αα−1) = f(α(α−1α)α−1) = f(α−1α) = ki, that means, r(α) = αα−1 ∈

f−1(ki) ∩ G(0). Therefore, f−1(ki) ∩ G(0) is invariant, showing the claim.

Thus we obtain that f−1(ki) ∩ G(0) is a compact open invariant subset of G(0)

for all i, and so supp(f)∩ G(0) = ∪n
i=1(f

−1(ki)∩ G(0)) is a compact open invariant

set, finishing the proof. �

The following result provides us with a complete description of the center of a

simple Steinberg algebra.

Theorem 2.6. Let K be a field and G a Hausdorff ample groupoid for which

AK(G) is a simple Steinberg algebra. Then the following holds:

(1) If AK(G) is unital, then Z(AK(G)) = K · 1G(0) .

(2) If AK(G) is not unital, then Z(AK(G)) = 0.

Proof. (1) Since AK(G) is unital and by [29, Proposition 4.11], G(0) is a compact

subset of G and 1G(0) is the identity of AK(G). Then, by Lemma 2.4, 1G(0) is a

class function, and so 1G(0) ∈ Z(AK(G)).

Let f be a nonzero element of Z(AK(G)). We then have that f(G) \ {0} is

contained in a compact subset of the discrete space K, and so it is finite. Assume

that f(G) \ {0} = {k1, . . . , kn} ⊆ K \ {0}. We have that each Ui := f−1(ki) is

a clopen subset G which is contained in supp(f). Since supp(f) is compact, Ui is

compact open in G. It is obvious that Ui ∩ Uj = ∅ for all 1 ≤ i 6= j ≤ n and

f = k11U1 + · · ·+ kn1Un
.

We next claim that each 1Ui
is a class function. Indeed, let α ∈ G with

1Ui
(α) 6= 0. We then have that α ∈ Ui and f(α) = ki1Ui

(α) = ki 6= 0. Since

f is a nonzero element of Z(AK(G)) and by [29, Proposition 4.13], f is a class

function, and so s(α) = r(α). Let α and β ∈ G with s(α) = r(α) = s(β). Then,

since f is a class function, f(α) = f(βαβ−1). We note that since U1, . . . , Un are

mutually disjoint compact open subsets of G, f(γ) = ki if and only if γ ∈ Ui for

all γ ∈ G. From those observations we obtain that

α ∈ Ui ⇐⇒ ki = ki · 1Ui
(α) = f(α) = f(βαβ−1) ⇐⇒ βαβ−1 ∈ Ui,

so 1Ui
(α) = 1Ui

(βαβ−1), showing the claim, that is, 1Ui
∈ Z(AK(G)) for all i.

Using Lemma 2.6 we have that Ui ∩G(0) = supp(1Ui
)∩ G(0) is a compact open

invariant set. Since AK(G) is simple and by Theorem 2.3, G is minimal, and so

we have either Ui ∩ G(0) = ∅ or Ui ∩ G(0) = G(0) for all i. If there exists an

element 1 ≤ i ≤ n such that Ui ∩ G(0) = ∅, then Ui ⊆ G \ G(0). Since G is ample

and Ui is open in G, there exists a compact open bisection B of G such that

B ⊆ Ui ⊆ G \G(0). Since AK(G) is simple and by Theorem 2.3, G is effective, and

so there exists an element γ ∈ B such that s(γ) 6= r(γ). On the other hand, Since

B ⊆ Ui = supp(1Ui
) and 1Ui

is a class function (by the above claim), we must
6



have s(λ) = r(λ for all λ ∈ B, in particular s(γ) = r(γ), a contradiction. Hence

we have Ui ∩ G(0) = G(0) for all i, that means, G(0) ⊆ Ui for all i. Then, since

U1, . . . , Un are mutually disjoint, we must obtain that n = 1, that is, f = k11U1 .

This implies that U1 is a compact open subset of G such that G(0) ⊆ U1 and

s(α) = r(α) for all α ∈ U1, and so U1 ⊆ Iso(G). Since AK(G) is simple and by

Theorem 2.3, G is effective, and so, by [9, Lemma 3.1], the interior of Iso(G),

denoted ˚Iso(G), is G(0). Since U1 is open in G and G(0) ⊆ U1 ⊆ Iso(G), we have

G(0) ⊆ Ů1 = U1 ⊆ ˚Iso(G) = G(0), and so U1 = G(0) and f = k11G(0) . Thus we

obtain that Z(AK(G)) = K · 1G(0) .

(2) Assume that AK(G) is not unital and Z(AK(G)) contains a nonzero element

f . In a similar way as it was done in item (1) we have f = k1U for some k ∈ K\{0}

and for some compact open subset U of G. Since f ∈ Z(AK(G)) and U = supp(f),

s(α) = r(α) for all α ∈ U , that is, U ⊆ Iso(G). Since AK(G) is simple and by

Theorem 2.3, G is effective, and so, by [9, Lemma 3.1], the interior of Iso(G),

denoted ˚Iso(G), is G(0). We then have G(0) ⊆ Ů = U ⊆ ˚Iso(G) = G(0), and so

G(0) = U . This implies that G(0) is compact, and hence AK(G) is unital by [29,

Proposition 4.11], a contradiction. Thus we must have Z(AK(G)) = 0, finishing

the proof. �

Using Theorem 2.6 and Herstein’s result [21, Theorem 1.13] we give criteria

for the Lie algebra associated to a simple Steinberg algebra is simple. To do so,

we need to establish some useful facts.

Lemma 2.7. Let K be a field and G a Hausdorff ample groupoid for which AK(G)

is a simple Steinberg algebra. Then the following statements are equivalent:

(1) AK(G) is a division ring;

(2) G is a singleton;

(3) AK(G) ∼= K.

Proof. (1)=⇒(2). Assume that AK(G) is a division ring. If G(0) contains distinct

elements u and v, then since G is Hausdorff ample, there exist two compact open

bisections U and V of G such that u ∈ U , v ∈ V and U ∩ V = ∅. Since G(0) is

clopen in G by the Hausdorff property, W1 := U ∩ G(0) and W2 := V ∩ G(0) are

compact open subsets of G(0) satisfying that u ∈ W1, v ∈ W2 and W1 ∩W2 = ∅.

Then 1W1 ∗ 1W2 = 1W1∩W2 = 1∅ = 0, and so AK(G) is not a division ring, a

contradiction. Therefore, G(0) is a singleton, and so G is exactly a group with

discrete topology. We then have that Iso(G) = G. Since AK(G) is simple and

by Theorem 2.3, G is effective, and so the interior of Iso(G) is G(0), that means,

G = G(0). This implies that G is a singleton.

The directions of (2)=⇒(3) and (3)=⇒(1) are obvious, finishing the proof. �

We say a simple Steinberg algebra AK(G) nontrivial in case AK(G) ≇ K.
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Lemma 2.8. Let K be a field, G an effective Hausdorff ample groupoid and

R = AK(G). If [R,R] 6= 0, then [[R,R], [R,R]] 6= 0. In particular, if R is a

nontrivial simple Steinberg algebra, then [[R,R], [R,R]] 6= 0.

Proof. If s(α) = r(α) for all α ∈ G, then we first have G = Iso(G). Since G

is effective, the interior of Iso(G), denoted ˚Iso(G), is G(0). This implies that

G = G̊ = ˚Iso(G) = G(0). We note that 1U ∗ 1V = 1U∩V for compact open subsets

U and V of G(0) (by [29, Proposition 4.5 (3)]). From those observations we obtain

that R = AK(G(0)) is commutative, and so [R,R] = 0, a contradiction. Therefore,

there exists an element α ∈ G such that s(α) 6= r(α). Since G is a Hausdorff ample

groupoid, there exist three compact open bisections B, V1 and V2 of G such that

α ∈ B, s(α) ∈ V1, r(α) ∈ V2 and V1 ∩ V2 = ∅. Since G(0) is clopen in G by

the Hausdorff property, W1 := V1 ∩ G(0) and W2 := V2 ∩ G(0) are compact open

subsets of G(0). We note that s(α) ∈ W1, r(α) ∈ W2 and W1 ∩ W2 = ∅. Let

U := W2BW1. We then have that U is a compact open bisection of G by [25,

Proposition 2.2.4] (see, also [28, Lemma 1]), and so s(U) and r(U) are compact

open subsets of G(0), and U−1 := {γ−1 | γ ∈ U} is a compact open bisection

of G. It is clear that α ∈ U , s(U) ⊆ W1, r(U) ⊆ W2 and s(U) ∩ r(U) = ∅.

This implies that 1r(U) ∗ 1s(U) = 1s(U) ∗ 1r(U) = 1s(U)∩r(U) = 1∅ = 0, and so

1U ∗ 1r(U) = 1Us(U) ∗ 1r(U) = 1U ∗ 1s(U) ∗ 1r(U) = 0 and 1r(U) ∗ 1U−1 = 1r(U) ∗

1s(U)U−1 = 1r(U) ∗ 1s(U) ∗ 1U−1 = 0. We then have

[1r(U), 1U ] = 1r(U) ∗ 1U − 1U ∗ 1r(U) = 1r(U)U = 1U

and

[1U−1 , 1r(U)] = 1U−1 ∗ 1r(U) − 1r(U) ∗ 1U−1 = 1U−1r(U) = 1U−1 ,

so

[[1r(U), 1U ], [1U−1 , 1r(U)]] = [1U , 1U−1 ] = 1r(U) − 1s(U) 6= 0.

This shows that [[R,R], [R,R]] 6= 0.

Assume that R is a nontrivial simple Steinberg algebra. If [R,R] = 0, then

we have that R is commutative, and so Z(R) = R 6= 0. Then, since R is simple

and by Theorem 2.6, Z(R) = R = K · 1R ∼= K, that means, R is a trivial

simple Steinberg algebra, a contradiction. This implies that [R,R] 6= 0, and so

[[R,R], [R,R]] 6= 0, thus finishing the proof. �

We are now in position to provide the main result of this section.

Theorem 2.9. Let K be a field and G a Hausdorff ample groupoid for which

AK(G) is a simple Steinberg algebra. Then the following holds:

(1) If G(0) is not compact, then [AK(G), AK (G)] is a simple Lie K-algebra.

(2) If G(0) is compact and AK(G) is nontrivial, then [AK(G), AK (G)] is a simple

Lie K-algebra if and only if 1G0 /∈ [AK(G), AK(G)].

Proof. (1) Assume that G(0) is not compact. By [29, Proposition 4.11], AK(G)

is not unital. Then, by Theorem 2.6 (2), Z(AK(G)) = 0. Since AK(G) is simple
8



and by [4, Corollary 4], we have either the Lie K-algebra [AK(G), AK(G)] is

simple, or [[AK(G), AK(G)], [AK(G), AK (G)]] = 0. If AK(G) ∼= K as K-algebras,

then AK(G) is unital, contradicting with our hypothesis. Therefore, AK(G) is a

nontrivial simple Steinberg algebra, and so [[AK(G), AK(G)], [AK (G), AK(G)]] 6= 0

by Lemma 2.8. This implies that [AK(G), AK(G)] is a simple Lie K-algebra.

(2) Assume that G(0) is compact and AK(G) is a nontrivial simple algebra.

By [29, Proposition 4.11], AK(G) is unital and the identity of AK(G) is 1G(0) .

If 1G(0) ∈ [AK(G), AK(G)], then the K-subspace < 1G(0) > of [AK(G), AK(G)]

generated by 1G(0) is a nonzero Lie ideal of [AK(G), AK(G)]. Assume that <

1G(0) >= [AK(G), AK(G)]. Then, since < 1G(0) > is a commutative subalgebra of

AK(G), we immediately obtain that [[AK(G), AK(G)], [AK (G), AK(G)]] = 0. On

the other hand, since AK(G) is a nontrivial simple algebra and by Lemma 2.8,

[[AK(G), AK(G)], [AK (G), AK(G)]] 6= 0, a contradiction. This implies that <

1G(0) > is proper, and so the Lie K-algebra [AK(G), AK(G)] is not simple.

Conversely, if 1G(0) /∈ [AK(G), AK (G)], then Z(AK(G)) ∩ [AK(G), AK(G)] =

0 by Theorem 2.6 (1). Since AK(G) is nontrivial simple and by Lemma 2.8,

[[AK(G), AK(G)], [AK (G), AK(G)]] 6= 0. Assume that char(K) = 2 and AK(G) is

4-dimentional over Z(AK(G)) ∼= K. Then, we first note that it is well-known

that a 4-dimensional center simple K-algebra is either isomorphic to M2(K), or

a division ring, and so we have either AK(G) ∼= M2(K) or AK(G) is a division

ring. If AK(G) is a division ring, then by Lemma 2.7, AK(G) ∼= K, contradicting

with our hypothesis. Therefore, we must obtain that AK(G) ∼= M2(K). But,

since char(K) = 2, 1 ∈ [M2(K),M2(K)] by Proposition 1.1, contradicting with

our hypothesis. Thus, we have either char(K) 6= 2, or AK(G) is not 4-dimensional

over Z(AK(G)) ∼= K, and so the desired conclusion now follows from Theorem 1.2,

thus finishing the proof. �

3. Application: Leavitt path algebras

In this section, based on Theorem 2.9, we give easily computable necessary

and sufficient conditions (Theorems 3.4 and 3.7) to determine which Lie algebras

of the form [LK(E), LK(E)] are simple, when E is an arbitrary graph and the

Leavitt path algebra LK(E) is simple, which generalize Abrams and Mesyan’s

results [4, Section 3]. All these constructions are crucially based on some general

notions of graph theory, which for the readers convenience we reproduce here.

A (directed) graph E = (E0, E1, s, r) consists of two disjoint sets E0 and E1,

called vertices and edges respectively, together with two maps s, r : E1 −→ E0.

The vertices s(e) and r(e) are referred to as the source and the range of the

edge e, respectively. A graph E is called row-finite if |r−1(v)| < ∞ for all v ∈ E0.

A vertex v for which r−1(v) is empty is called a source; a vertex v is regular if

0 < |r−1(v)| < ∞; and a vertex v is an infinite receiver if |r−1(v)| = ∞.

A path of length n in a graph E is a sequence p = e1 · · · en of edges e1, . . . , en
such that s(ei) = r(ei+1) for i = 1, . . . , n − 1. In this case, we say that the
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path p starts at the vertex s(p) := s(en) and ends at the vertex r(p) := r(e1),

we write |p| = n for the length of p. We consider the elements of E0 to be paths

of length 0. We denote by E∗ the set of all paths in E. A path p = e1 · · · en of

positive length is a cycle based at the vertex v if s(p) = r(p) = v and the vertices

s(e1), s(e2), . . . , s(en) are distinct. An infinite path in E is an infinite sequence

p = e1 · · · en · · · of edges in E such that s(ei) = r(ei+1) for all i ≥ 1. In this case,

we say that the infinite path p ends at the vertex r(p) := r(e1). We denote by

E∞ the set of all infinite paths in E.

An edge f is an entry for a path p = e1 . . . en if r(f) = r(ei) but f 6= ei for

some 1 ≤ i ≤ n. A subset H of E0 is called hereditary if r(e) ∈ H implies

s(e) ∈ H for all e ∈ E1. And H is called saturated if whenever v is a regular

vertex in E0 with the property that s(r−1(v)) ⊆ H, then v ∈ H.

Definition 3.1. For an arbitrary graph E = (E0, E1, s, r) and any field K, the

Leavitt path algebra LK(E) of the graph E with coefficients in K is the K-algebra

generated by the union of the set E0 and two disjoint copies of E1, say E1 and

{e∗ | e ∈ E1}, satisfying the following relations for all v,w ∈ E0 and e, f ∈ E1:

(1) vw = δv,ww;

(2) r(e)e = e = es(e) and s(e)e∗ = e∗ = e∗r(e);

(3) e∗f = δe,fs(e);

(4) v =
∑

e∈r−1(v) ee
∗ for any regular vertex v;

where δ is the Kronecker delta.

It can be shown ([2, Lemma 1.6]) that LK(E) is unital if and only if E0 is finite;

in this case the identity of LK(E) is
∑

v∈E0 v. The following theorem provides

us with a complete characterization of simple Leavitt path algebras.

Theorem 3.2 (cf. [2, Theorem 3.11] and [1, Theorem 2.9.1]). Let E be an

arbitrary graph and K a field. Then LK(E) is simple if and only if the following

three conditions are satisfied:

(1) The only hereditary and saturated subset of E0 are ∅ and E0;

(2) Every cycle in E has an entry.

We now describe the connection between Leavitt path algebras and Steinberg

algebras. Let E = (E0, E1, r, s) be a graph. Define

XE := {p ∈ E∗ | r(p) is either a source or an infinite receiver} ∪ E∞.

Let

GE := {(αx, |α| − |β|, βx) | α, β ∈ E∗, x ∈ XE , s(α) = r(x) = s(β)}.

We view each (x, k, y) ∈ GE as a morphism with range x and source y. The formu-

las (x, k, y)(y, l, z) = (x, k + l, z) and (x, k, y)−1 = (y,−k, x) define composition

and inverse maps on GE making it a groupoid with G
(0)
E = {(x, 0, x) | x ∈ XE}

which we identify with the set XE by the map (x, 0, x) 7−→ x. We note that rGE
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and sGE
: GE −→ G

(0)
E are the range and source maps defined respectively by:

rGE
(x, k, y) = (x, 0, x) and sGE

(x, 0, y) = (y, 0, y) for all (x, k, y) ∈ GE .

We next describe a topology on GE . For α ∈ E∗ and a finite subset F ⊆

r−1(s(α)), we define

Z(α,α) = {(αx, 0, αx) | x ∈ XE , s(α) = r(x)} ⊆ G
(0)
E

and

Z(α,α, F ) = Z(α,α) \
⋃

e∈F

Z(αe, αe).

The sets Z(α,α, F ) constitute a basis of compact open sets for a locally compact

Hausdorff topology on G
(0)
E (refer to [30, Theorem 2.1] or [28, Theorem 2.1] or [3,

Corollary 3.8]).

For α, β ∈ E∗ with s(α) = s(β), and a finite subset F ⊆ r−1(s(α)), we define

Z(α, β) = {(αx, |α| − |β|, βx) | x ∈ XE , s(α) = r(x) = s(β)} ⊆ GE

and

Z(α, β, F ) = Z(α, β) \
⋃

e∈F

Z(αe, βe).

The sets Z(α, β, F ) constitute a basis of compact open bisections for a topology

under which GE is a Hausdorff ample groupoid (refer to [10, Subsection 2.3] or

[28, Theorem 2.4]). Thus we may form the Steinberg algebra AK(GE). By [16,

Example 3.2], the map

πE : LK(E) −→ AK(GE),

defined by πE(v) = 1Z(v,v), πE(e) = 1Z(e,s(e)), and πE(e
∗) = 1Z(s(e),e) for all

v ∈ E0 and e ∈ E1, extends to an algebra isomorphism.

The center of the Leavitt path algebra of an arbitrary graph was completely

described by Clark et al. in [14]. However, using the above isomorphism and The-

orem 2.6 directly, we obtain that simple Leavitt path algebras of arbitrary graphs

with finitely many vertices are central, and nonunital simple Leavitt path alge-

bras have zero center, which extends Aranda Pino and Crow’s result [7, Theorem

4.2] to the case of arbitrary graphs.

Theorem 3.3. Let K be a field and E an arbitrary graph for which LK(E) is a

simple Leavitt path algebra. Then the following holds:

(1) If E0 is finite, then Z(LK(E)) = K · 1LK(E).

(2) if E0 is infinite, then Z(LK(E)) = 0.

Proof. We first have that LK(E) is isomorphic to AK(GE) as K-algebras ([16,

Example 3.2]), and LK(E) is unital if and only if E0 is finite (by [2, Lemma 1.6]).

From those notes and Theorem 2.6, we immediately obtain the theorem, thus

finishing the proof. �
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In [4, Section 3] Abrams and Mesyan gave easily computable necessary and

sufficient conditions to determine which Lie algebras of the form [LK(E), LK(E)]

are simple, when E is a row-finite graph and LK(E) is simple. The next goal of

this section is to extend Abrams and Mesyan’s results to the case when E is an

arbitrary graph and LK(E) is simple.

Theorem 2.9 allows us to identify graphs E for which simple Leavitt path

algebra LK(E) yields a simple Lie algebra [LK(E), LK(E)], which generalizes [4,

Corollaries 21 and 22].

Theorem 3.4. Let K be a field and E an arbitrary graph for which LK(E) is a

simple Leavitt path algebra. Then the following holds:

(1) If E0 is infinite, then [LK(E), LK(E)] is a simple Lie K-algebra.

(2) If E0 is finite and LK(E) is nontrivial, then [LK(E), LK(E)] is a simple

Lie K-algebra if and only if 1LK(E) /∈ [LK(E), LK(E)].

Proof. We note that LK(E) is isomorphic to AK(GE) asK-algebras ([16, Example

3.2]), and LK(E) is unital if and only if E0 is finite (by [2, Lemma 1.6]). Also,

AK(GE) is unital if and only if G
(0)
E is compact in GE . From those observations

and Theorem 2.9, we immediately obtain the theorem, finishing the proof. �

In [4, Theorem 14] Abrams and Mesyan gave (among other things) nice criteria

for the element 1LK(E) to be written as sums of commutators of LK(E). We now

recall this result. Before doing so, we need some notations. Let K be a field and

E an arbitrary graph. We index the vertex set E0 of E by a set I, and write

E0 = {vi | i ∈ I}. Let K(I) denote the direct sum of copies of K indexed by I.

For each i ∈ I, let ǫi ∈ K(I) denote the element with 1 ∈ K as the i-th coordinate

and zeros elsewhere.

Definition 3.5 ([4, Definition 12]). Let K be a field, let E be an arbitrary graph,

and write E0 = {vi | i ∈ I}. If vi is a regular vertex, for all j ∈ I let aij denote

the number of edges e ∈ E1 such that r(e) = vi and s(e) = vj . In this situation,

define Bi = (aij)j∈I − ǫi ∈ K(I). On the other hand, let Bi = (0)j∈I ∈ K(I), if vi
is not a regular vertex.

The following theorem describes various elements of a Leavitt path algebra

LK(E) which may be written as sums of commutators.

Theorem 3.6 ([4, Theorem 14]). Let K be a field, let E be an arbitrary graph,

and write E0 = {vi | i ∈ I}. For each i ∈ I let Bi denote the element of K(I)

given in Definition 3.5, and let {ki | i ∈ I} be a set of scalars where ki = 0 for

all but finitely many i ∈ I. Then
∑

i∈I kivi ∈ [LK(E), LK(E)] if and only if (ki)i∈I ∈ SpanK{Bi | i ∈ I} ⊆ K(I).

In particular, if E0 is finite, then

1LK(E) ∈ [LK(E), LK(E)] if and only if (1, . . . , 1) ∈ SpanK{Bi | i ∈ I} ⊆ K(I).
12



Now combining Theorems 3.4 (1) and 3.6, we obtain a easily computable cri-

terion for Lie algebras of the form [LK(E), LK(E)] are simple, when E is an

arbitrary graph and LK(E) is simple, which generalizes Abrams and Mesyan’s

result [4, Theorem 23].

Theorem 3.7. Let K be a field, let E be an arbitrary graph with finitely many

vertices for which LK(E) is a nontrivial simple Leavitt path algebra. Write E0 =

{v1, . . . , vm}. For each 1 ≤ i ≤ m let Bi denote the element of K(I) given in

Definition 3.5. Then the Lie K-algebra [LK(E), LK(E)] is simple if and only if

(1, . . . , 1) /∈ SpanK{B1, . . . ,Bm}.

We close this section with the following example.

Example 3.8. Let RN = (R0
N, R

1
N, r, s) be the graph with R0

N = {v1}, R
1
N =

{en | n ∈ N} and r(en) = s(en) = v1 for all n ∈ N. Then, the Lie K-algebra

[LK(RN), LK(RN)] is simple for all field K.

Proof. It is obvious that R0
N has the trivial hereditary and saturated subsets, and

every cycle in RN has an exit. Therefore, by Theorem 3.2, LK(RN) is simple.

We have B1 = 0 ∈ K, and hence 1 /∈ SpanK{B1} = 0. Then, by Theorem 3.7,

[LK(RN), LK(RN)] is a simple Lie K-algebra, finishing the proof. �

4. Application: Kumjian-Pask algebras

In this section, based on Section 2, we describe the center of a Kumjian-Pask

algebra KPK(Λ) (Theorem 4.3), and give criteria (Theorem 4.4) to determine

which Lie algebras of the form [KPK(Λ),KPK(Λ)] are simple, when Λ is a row-

finite k-graph without sources and KPK(Λ) is simple.

For a positive integer k, we view the additive semigroup Nk as a category with

one object. Following Kumjian and Pask [23], a graph of rank k or k-graph is

a countable category Λ = (Λ0,Λ, s, r) together with a functor d : Λ −→ Nk,

called the degree map, satisfying the following factorisation property: if λ ∈ Λ

and d(λ) = m+ n for some m,n ∈ Nk, then there are unique µ, ν ∈ Λ such that

d(µ) = m, d(ν) = n and λ = µν. The functor d is called the degree functor

and d(λ) is called the degree of λ. Using the unique factorization property, we

identify the set of objects Λ0 with the set of morphisms of degree 0, that means,

Λ0 = {λ ∈ Λ | d(λ) = 0}. Then, for n ∈ Nk, we write Λn := d−1(n), and call the

elements λ of Λn paths of degree n from s(λ) to r(λ). For v ∈ Λ0 we write vΛn

or vΛ for the sets of paths with range v and Λnv or Λv for paths with source v.

We say that Λ is row-finite if vΛn is finite for every v ∈ Λ0 and n ∈ Nk; we say

that Λ has no sources if vΛn is nonempty for every v ∈ Λ0 and n ∈ Nk.

An important example is the k-graph Ωk defined as a set by Ωk = {(m,n) ∈

Nk × Nk | m ≤ n} with d(m,n) = m − n, Ω0
k = Nk, r(m,n) = m, s(m,n) = n

and (m,n)(n, p) = (m, p).

In [23] Kumjian and Pask introduced the C∗-algebra associated to a higher

rank graph as higher-rank generalization of graph C∗-algebras. This algebra has
13



generated a great deal of interest among operator algebraists and has broadened

the class of C∗-algebras that can be realized as graph algebras. In [6] Aranda

Pino et al. introduced the Kumjian-Pask algebra of a higher rank graph as the

algebraic version of higher-rank graph C∗-algebras.

Definition 4.1. Let Λ be a row-finite k-graph without sources and K a field.

The Kumjian-Pask K-algebra KPK(Λ) of Λ is the K-algebra generated by Λ∪Λ∗

subject to the relations:

(KP1) vw = δv,ww for all v,w ∈ Λ0;

(KP2) λµ = λ ◦ µ and µ∗λ∗ = (λ ◦ µ)∗ for all λ, µ ∈ Λ with r(µ) = s(λ);

(KP3) λ∗µ = δλ,µr(λ) for all λ, µ ∈ Λ with d(µ) = d(λ);

(KP4) v =
∑

λ∈vΛn λλ∗ for all v ∈ Λ0 and all n ∈ Nk \ {0};

where δ is the Kronecker delta.

The class of Kumjian-Pask algebras over a field is strictly larger than the class

of Leavitt path algebras over that field (see [6, Example 7.1]). The Kumjian-Pask

K-algebra KPK(Λ) is unital if and only if Λ0 is finite; and in this case the identity

of KPK(Λ) is
∑

v∈Λ0 v (see, e.g., [8, Lemma 4.6]).

Let Λ be a row-finite k-graph without sources. Following [23, Section 2], an

infinite path in Λ is a degree-preserving functor x : Ωk −→ Λ. Denote the set of

all infinite paths by Λ∞. We write x(m) for the vertex x(m,m). Then the range

of an infinite path x is the vertex r(x) := x(0).

For λ ∈ Λ, set Z(λ) = {x ∈ Λ∞ | x(0, d(λ)) = λ}. Then {Z(λ) | λ ∈ Λ} is a

basis for a topology, and we equip Λ∞ with this topology. Then Λ∞ is a totally

disconnected, locally compact Hausdorff space, and each Z(λ) is compact and

open. For p ∈ Nk define σp : Λ∞ −→ Λ∞ by σp(x)(m,n) = x(m+ p, n+ p).

By [23, Definition 4.3], a k-graph is aperiodic if for every v ∈ Λ0 there exists

x ∈ Z(v) such that σm(x) 6= σn(x) for all distinct m,n ∈ Nk. Following [23,

Definition 4.1], a k-graph Λ is called cofinal if for every infinite path x and every

vertex v, there exists m ∈ Nk such that vΛx(m) 6= ∅.

A description of the row-finite k-graph Λ without sources and a fields K for

which KPK(Λ) is simple given in [6, Theorem 6.1] (see also [15, Theorem 9.1]).

Theorem 4.2 ([6, Theorem 6.1] and [15, Theorem 9.1]). Let K be a filed and Λ

a row-finite k-graph without sources. Then KPK(Λ) is simple if and only if Λ is

aperiodic and cofinal.

As in the theory of Leavitt path algebras, one can model Kumjian-Pask alge-

bras as Steinberg algebras via the infinite-path groupoid of the k-graph (see [15,

Proposition 5.4]). For k-graph Λ,

GΛ = {(x,m− n, y) ∈ Λ∞ × Zk × Λ∞ | σm(x) = σn(y)}.

Then GΛ is a groupoid with composition and inverse given by

(x, l, y)(y,m, z) = (x, l +m, z) and (x, l, y)−1 = (y,−l, x).
14



For µ, ν ∈ Λ with s(µ) = s(ν) set

Z(µ, ν) = {(µz, d(µ) − d(ν), νz) | z ∈ Z(s(µ))}.

Then {Z(µ, ν) | µ, ν ∈ Λ, s(µ) = s(ν)} is a basis for a topology on GΛ. Then GΛ

is an ample Hausdorff groupoid (see [23, Proposition 2.8]). The unit space G
(0)
Λ is

{(x, 0, x) | x ∈ Λ∞}, which we identify with Λ∞; the identification takes Z(µ, µ)

to Z(µ).

LetK be a filed. The Kumjian–Pask algebraKPK(Λ) is canonically isomorphic

to the Steinberg algebra AK(GΛ). This was proved in [13, Proposition 4.3] when

K = C, and for a finitely aligned k-graph in [15, Proposition 5.4]. (A row-finite

k-graph with no sources is finitely aligned.)

The center of the Kumjian–Pask algebra of a row-finite k-graph was completely

described by Brown and an Huef in [8, Theorem 4.7]. However, using Theorem 2.6

directly, we immediately obtain the following:

Theorem 4.3 (cf. [8, Theorem 4.7]). Let K be a filed and Λ a row-finite k-graph

without sources for which KPK(Λ) is simple. Then the following holds:

(1) If Λ0 is finite, then Z(KPK(Λ)) = K · 1KPK(Λ).

(1) If Λ0 is infinite, then Z(KPK(Λ)) = 0.

Proof. We note that KPK(Λ) ∼= AK(GΛ) (by [15, Proposition 5.4]) and KPK(Λ)

is unital if and only Λ0 is finite (by [8, Lemma 4.6]). Then, by Theorem 2.6, we

obtain the theorem, finishing the proof. �

Theorems 2.9, 4.2 and 4.3 allow us to identify k-graphs Λ without sources

for which the simple Kumjian–Pask algebra KPK(Λ) yields a simple Lie algebra

[KPK(Λ),KPK(Λ)].

Theorem 4.4. Let K be a field and Λ a row-finite k-graph without sources. Then

the following holds:

(1) If Λ is aperiodic and cofinal, and Λ0 is infinite, then [KPK(Λ),KPK(Λ)]

is a simple Lie K-algebra.

(2) If Λ is aperiodic and cofinal, Λ0 is finite, and KPK(Λ) is not isomorphic to

K, then [KPK(Λ),KPK(Λ)] is a simple Lie K-algebra if and only if 1KPK(Λ) /∈

[KPK(Λ),KPK(Λ)].

5. Application: Exel-Pardo algebras

In this section, based on Section 2, we calculus the center of simple Exel-Pardo

algebras LK(G,E) (Theorem 5.6), and give criteria for Lie algebras of the form

[LK(G,E), LK(G,E)] are simple (Theorem 5.7), when LK(G,E) is simple.

Let E = (E0, E1, r, s) be a graph. Following [18], by an automorphism of E we

mean a bijective map σ : E0 ⊔ E1 −→ E0 ⊔ E1 such that σ(Ei) = Ei (i = 0, 1),

r ◦ σ = σ ◦ r and s ◦ σ = σ ◦ s. By an action of a group G on E we shall mean a

group homomorphism g 7−→ σg from G to the group of all automorphisms of E.

We often write g · e instead of σg(e). The unit in a group G is denoted eG.
15



Let X be a set, and let σ be an action of a group G on X. A map ϕ : G×X −→

X is a one-cocycle for σ if

ϕ(gh, x) = ϕ(g, σg(x))ϕ(h, x)

for all g, h ∈ G and all x ∈ X, see [18].

Notation 5.1. The quadruple (G,E, σ, ϕ), sometimes written as a triple (G,E,ϕ)

or a pair (G,E), will denote a countable discrete group G, a row-finite graph E

with no sources, an action σ on E, a one-cocycle ϕ : G × E1 −→ E1 for the

restriction of σ to E1 such that for all g ∈ G, e ∈ E1, v ∈ E0

ϕ(g, e) · v = g · v.

In [18] Exel and Pardo introduced C∗-algebras OG,E giving a unified treatment

of two classes of C∗-algebras which have attracted significant recent attention,

namely Katsura C∗-algebras and Nekrashevych’s self-similar group C∗-algebras.

This suggests that algebraic analogues of Exel-Pardo C∗-algebras may be a source

of interesting new examples. Partial results have already been established by

Clark, Exel and Pardo in [12] who introduced Oalg
G,E(R) for finite graphs E. In

[20] Hazrat et al. introduced an algebraic analogue LK(G,E) of Exel-Pardo C∗-

algebras for row-finite graphs E.

Definition 5.2 ([20, Theorem 1.6]). Let (G,E,ϕ) be as in Notation 5.1 and K

a field (with the trivial involution). The Exel-Pardo K-algebra LK(G,E) is the

∗-algebra over K generated by

{Pv,f | v ∈ E0, f ∈ G} ∪ {Se,g | e ∈ E1, g ∈ G}

subject to the relations:

(a) {Pv,eG | v ∈ E0} ∪ {Se,eG | e ∈ E1} satisfies the analogous to (1)-(4)

relations in Definition 3.1;

(b) (Pv,f )
∗ = Pf−1·v,f−1 ;

(c) Pv,fPw,h = δv,f ·wPv,fh;

(d) Pv,fSe,g = δv,r(f ·e)Sf ·e,ϕ(f,e)g;

(e) Se,gPv,f = δg·v,s(e)Se,gf ;

where δ is the Kronecker delta.

We note that the generators Pv,f and Se,g of LK(G,E) are all nonzero; see [20,

Proposition 3.7]. Furthermore, we have the following:

Lemma 5.3. Let (G,E,ϕ) be as in Notation 5.1 and K a field. Then LK(G,E)

is unital if and only if E0 is finite; in this case 1LK(G,E) =
∑

v∈E0 Pv,eG .

Proof. If E0 is finite, then
∑

v∈E0 Pv,eG is clearly an identity for LK(G,E). Con-

versely, assume that LK(G,E) has an identity 1LK(G,E). Let

X = {Pv,f , Se,g, (Pv,f )
∗, (Se,g)

∗ | v ∈ E0, e ∈ E1, f, g ∈ G}
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and Y := ω(X) the set of all finite words in the alphabet X. Then, every

element of LK(G,E) can be written in the form
∑

y∈Y kyy in which all but

finitely many coefficients ky ∈ K are zero. Write 1LK(G,E) = k1y1 + · · · + knyn,

where ki ∈ K \ {0} and yi ∈ Y . For each 1 ≤ i ≤ n, let vi and wi ∈ E0

such that Pvi,eGyi = yi = yiPwi,eG . Let W = {vi, wi |≤ i ≤ n} ⊆ E0 and

ǫ =
∑

w∈W Pw,eG . We then have ǫ = ǫ · 1LK(G,E) = ǫ(k1y1 + · · · + knyn) =

k1y1 + · · · + knyn = 1LK(G,E). If E0 is infinite, then there exists v ∈ E0 \ W .

We then have Pv,eG = Pv,eG · 1LKG,E = Pv,eG · ǫ = 0. On the other hand, by [20,

Proposition 3.7], Pv,eG 6= 0, a contradiction. Therefore E0 is finite, thus finishing

the proof. �

Recall from [18, Definition 4.1] that given a triple (G,E,ϕ) as in Notation 5.1,

we define the inverse semigroup SG,E as follows:

SG,E = {(α, g, β) | α, β ∈ E∗, g ∈ G, s(α) = g · s(β)} ∪ {0}.

The proof of [18, Proposition 4.3] shows that under the multiplication

(α, g, β)(γ, h, δ) =





(αg · ǫ, ϕ(g, ǫ)h, δ) if γ = βǫ,

(α, gϕ(h−1 , ǫ)−1, δ(h−1) · ǫ) if β = γǫ,

0 otherwise.

SG,E is an inverse semigroup, in which (α, g, β)∗ = (β, g−1, α) and where 0 acts

as a zero in SG,E. Then, we can construct the groupoid of germs of the action of

SG,E on the compact space Ê of characters of the semilattice E of idempotents

of SG,E. In our concrete case, Ê turns out to be homeomorphic to the compact

space E∞ of infinite paths on E; the action of (α, g, β) ∈ SG,E on η = βη̂ is given

by the rule (α, g, β) · η = α(gη̂). Thus, the groupoid of germs is

G(G,E) = {[α, g, β; η] | η = βη̂},

where [s; η] = [t;µ] if and only if η = µ and there exists 0 6= e2 = e ∈ SG,E such

that e · η = η and se = te. The unit space

G
(0)
(G,E) = {[α, eG, α; η] | η = αη̂}

is identified with the infinite path space E∞, via the homeomorphism [α, eG, α; η] 7−→

η. Under this identification, the range and source maps on G(G,E) are:

s([α, g, β;βη̂]) = βη̂ and r([α, g, β;βη̂]) = α(gη̂).

A basis for the topology on SG,E is given by compact open bisections of the

form

Θ(α, g, β;Z(γ)) := {[α, g, β; ξ] ∈ G(G,E) | ξ ∈ Z(γ)}

where γ ∈ E∗ and Z(γ) := {γη̂ | η̂ ∈ E∞}. Thus G(G,E) is locally compact and

ample with a Hausdorff unit space, see [17, Proposition 4.14].

Due to work in [19] it is known when the groupoid G(G,E) is Hausdorff. We

recall the relevant terminology. A path α ∈ E∗ is strongly fixed by g ∈ G if
17



g · α = α and ϕ(g, α) = eG. In addition if no prefix of α is strongly fixed by g,

we say that α is a minimal strongly fixed path for g (see [18, Definition 5.2]). By

[19, Theorem 4.2], G(G,E) is Hausdorff if and only if for every g ∈ G, and every

v ∈ E0, there are at most finitely many minimal strongly fixed paths for g with

range v. [20, Theorem B] showed that every Exel-Pardo algebra is a Steinberg

algebra.

Theorem 5.4 ([20, Theorem B and Corollary 3.13]). Let (G,E,ϕ) be as in

Notation 5.1 and K a field (with the trivial involution). Suppose that for every

g ∈ G, and every v ∈ E0, there are at most finitely many minimal strongly fixed

paths for g with range v. Then

LK(G,E) ∼= AK(GG,E).

Since the focus of this section is simple Exel-Pardo algebras, and a criterion

for simpleness of Exel-Pardo algebras was given in [20, Proposition 3.14] (see also

[19, Theorem 4.5]),we would like to recall this criterion. First we give the relavent

definitions from [18]. We say that E is weakly G-transitive if, given any infinite

path α, and any vertex v ∈ E0, there is some vertex w along α such that there

exists a vertex u with u = gv for some g ∈ G and there is a path from w to

u. A G-circuit is a pair (g, γ), where g ∈ G and γ ∈ E∗ is a path of positive

length such that s(γ) = gr(γ). Given a G-circuit (g, γ) such that γ = γ1 · · · γn in

E∗ and each γi in E1, we say that γ has no entry if r−1(s(γi)) = {γi+1} for all

i = 1, . . . , n − 1, and r−1(s(γn)) = {gγ1}. Given g ∈ G and v ∈ E0, we shall say

that g is slack at v if there is a non-negative integer n such that all paths γ ∈ E∗

with r(γ) = v and |γ| ≥ n, are strongly fixed by g.

Theorem 5.5 ([20, Proposition 3.13] and [19, Theorem 4.5]). Let (G,E,ϕ) be as

in Notation 5.1 and K a field (with the trivial involution). Suppose that for every

g ∈ G, and every v ∈ E0, there are at most finitely many minimal strongly fixed

paths for g with range v. Then LK(G,E) is simple if and only if the following

condition are satisfied:

(1) the graph E is weakly G-transitive;

(2) every G-circuit has an entry;

(3) for every vertex v, and every g ∈ G fixing Z(v) pointwise, g is slack at v.

We are now in position to provide the main results of this section. The following

theorem completely describes the center of simple Exel-Pardo algebras.

Theorem 5.6. Let (G,E,ϕ) be as in Notation 5.1 and K a field (with the trivial

involution). Suppose that for every g ∈ G, and every v ∈ E0, there are at most

finitely many minimal strongly fixed paths for g with range v. The following holds:

(1) If E0 is finite and LK(G,E) is simple, then Z(LK(G,E)) = K · 1LK(G,E).

(2) If E0 is infinite and LK(G,E) is simple, then Z(LK(G,E)) = 0.

Proof. The theorem follows from Lemma 5.3 and Theorems 2.6 and 5.4. �
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The theorem allows us to give necessary and sufficient conditions to determine

which Lie algebras of the form [LK(G,E), LK (G,E)] are simple, when (G,E) is

as in Notation 5.1 and LK(G,E) is simple.

Theorem 5.7. Let (G,E,ϕ) be as in Notation 5.1 and K a field (with the trivial

involution). Suppose that for every g ∈ G, and every v ∈ E0, there are at most

finitely many minimal strongly fixed paths for g with range v. The following holds:

(1) If E0 is infinite and LK(G,E) is simple, then [LK(G,E), LK (G,E)] is a

simple Lie K-algebra.

(2) If E0 is finite and LK(G,E) is a nontrivial simple Exel-Pardo algebra,

then the Lie K-algebra [LK(G,E), LK (G,E)] is simple if and only if 1LK(G,E) /∈

[LK(G,E), LK(G,E)].

Proof. The theorem follows from Lemma 5.3 Theorems 2.9 and 5.4. �
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