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TRANSLATIONS OF RELATIONAL SCHEMAS

LE VAN BAO® and HO THUAN*"

{NTRODUCTION

In this paper we shall be concerned with a class of translations of rela-
tional schemas.

Starting from a given relational schema, translations make it possible to
obtain simpler schemas, ie. those with a less number of aliribuies and with
shorter functional dependencies so that the key-finding problem becomes less
cumbersome, etc. '

On the other hand, from the set of keys of the run relational schema
obtained in this way the corresponding keys of the original schema can be
found by a single ¢translaiion »,

Ya section 1 we introduce the notion of z-translation of a relational sche-
ma, give a classification of the relational schemas and investigate the charac-
teristic properties of some classes of z-transformalions.

In section 2 we study some properties of the so called nontranslatable
relational schemas.

The notation used here is the same as in [1]; C means strict inclusion.
SECTION 1
DEFINITION 1.1. Let S = (<&, F) be a relational schema, where
Q == {dy, Ageew A} TS the set of atiributes,
F ={L, » R i=1,2.. k; L, R c a}

is the set of functional dependencies, and Z = O, be an arbitrary subsel of Q. We
define a new relational schema { &, F1) by:
Fi=1LNz— BANZ | (Li—> R)yeF, 1 =¢um k}



¥

Then {Q,, F1} is said lo be oblained from {(Q, F) by a Z-lranslation, and the
nofafion

(U F)=(Q, F) - Z
is used,

Remarks
1. Depending on the characteristic properties of the class chosen, the
corresponding class of translations has its own characterisiic features.

2. With the Z-translation just defined above, a functional dependency of
type & ~» ¥ may oceur in ( £, F,) that has no ordinary semantic bat carries
information from the old relational schema to the new one.

In particular, the possibility that (5 turns out to be a key of (Q,, F, ) is not
excluded.

The next lemma is fundamental for the paper.

LEMMA 1. 1: Let {Q, F) be a relational schema and
(Q, Fi)=(Q, F)~Z)Z<SQ

then
a) X—=7Y implies XNZ - V\Z
F By
b) XY implies XUz =-v(z
Fy . F

where X ? Y means (X —» Y) e F+ and similarly, X 7 Yior(X—>7Y) e F,
1
Proof. For the part a) of the lemma, we shall prove that
g + : :
¥aN\Z < (X\Z)Fi‘ M
By the algorithm for finding the closure X+ of X in [2] with X . ¥,
@\ 2Z® = X\Z we have
() N (0}
PNz ¢ (x\n)?,
Supposing that (1) holds for i, that is
(i) (i)

we prove that (1) holds for (i + 1) as well, N

Indeed we have

{(i+1) () (i) _
X Z=E'"U (U RINZ=E\2)U (U . R, X2y ©
F N F LJEX;,‘)” I F O\ L(Jsxg) rN\Z) S
(Ly—>R)er (L; = R;) € F
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cx\nPu W o NP
l . i .
LJ X F
(by virtue of the inductive assumption (2)).

On the other hand, from L; & X(i) and the inductive assumption (2) we have !

Conseguentiy:
1 L (i-+1
yphzew N U, U (,)(RJ 2y s R L
J f—
Thus (1) has been proved.
Now, it is well known that .
: N *
X.}" Yot X,
Hence, from X ;’Y, we have®
YN\ ZE Xp\ ZE(S\ Dy,

That is,
NZ ;.’1 "NZ

Similarly, for the part b) of the lemma, we shall prove by induction that- '~
X:;I-U.ZE' XU Z); . S )
By the algorithm for finding the closure X+ of X we have
| X(o)U ZS(X | LJZ)(o)
Supposing that (3) bolds th (i), that is .
xPuzec@u 2y, | )
we shall prove that (3) also holds for i+ D. '
Indeed we bave: ng-i) UZ-—-Xg: U( U . (R; ™\ ZN ) L=
L,Nzex?
(i)

= (X% U Z)U( U ENASEUDUC U R
‘ (i) i
‘ LJ\ZE 15(]’,1 LJ\ZEXFL

(by the inductive assnmption (4)).

On the other hand, from L, o z < ngi and (4) we have

L, cxuz zexy 2y



Consequently:

XDz < (X Z@ (U RIEE U pih.
' LJ/ZEXS?
. 1

Thus (3) has been proved.

From X— Y we have Y © X; hence

Fy 1
. + +
YUZEX UZS(E U2
Fz‘ F
showing that: X Z-; YU Z

The proof is complete.

DEFINITION 1.2 Let Se= (Q, Fbe a relational schema. Let & (22, F) be the sel of
all keys of S and

H = 1] X. G= n X..
X, e XKOQ.F) ' X, eK(ELF)'
Now, we give a classification of the relational schemas as follows:
Ly =4O, F)|{Q, F) is a relational schema},
L,={ Fye 2,12 = LR},
Lr={{Q,F)e L, ] LS R=2Q},
£,={(O,F)e £,|RE L =0),
2, ={( Fyeg|L=R=0q}
From the above classification, it is easily seen that:
@) £, S £3E£IE£93
B £4S L2 & £y € Ly
) Ly =Ly L
We are now in a position to prove the following theorems.
THEOREM 1.1. Let (Q, F) be a relational schema, Z < G ; {8y, Fy) ={Q, Fy=Z.
Then X is a key of (Q,, Fiff XN Z =@ and X {J Z is a key of (@, F).
Proof. We first prove the necessity. Suppose that X is a key of (Qq, F,).
Obviously X - VQI, thereforg XN Z;:Qj. Since X is a key of (Q, F), X; Cy
Taking 1emma 1.1 into account we get |
XUZ}J'QiUZ-:Q
showing that X |} Z is a superkey of ({2, F). Were X (j Z not a key of {Q, F)
then there wounld exist a key X of (9, F) such that
ZES X XUz
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{onsequently, there would exist an X, — X such that
¥ =XUZ X, nZ=@.
Since X is supposed to be a key of (Q, F), Xs U Z 3 &

Applying lemma 1, 1, clearly ‘
&% UDNZZ ONZ
that is Xy =

1

This contradicts the hypothesis that X is a key of {0y, F,). Thus X {J Zisa
key of (Q, F).

We now turn to the proof of sufficiency. Suppose that X () Z = ¢ and
X |J Z is a key of (@ F). We have to show that X is a key of (£, F)).

Since X |J Z is a key of (Q, F) we have
7 Q.
Xy /F
By virtue of lemma 1. 1, we get
X UDNZZ AN
Consequently (from X[} Z = ¢):

X - QJ_,
Fy

showing that X is a superkey of ({2, F;). Assume that X is not a key of
(@, Fy). Then, there would exist a key X of (9.1, F,) such that
X X and X --> Q,_.
Applying lemma L. 1, it follows:
XyzpeUZ=0

where X UZ C X ] Z.

This contradicts the fact that X [} Z is a key of (Q, F).

Hence X is a key of (@, F,). The proof is complete.

THEOREM 1.2, Let (Q, Fis a relational schema, Z €0, Z(VH=¢ and
(@, Fy=(S, F) —Z. Then X is a key of (9, Fy) iff X is a key of (&, E).

Proof.

(i) (The necessity) Suppose that X is a key of (Q, Fy). Obviously X = Q,

By virtue of Lemma 1.1, we have

) Tyzgz uUzZ=9
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showing that X {J Zis a superkey of (Q, F'). Hence, there ezists a key X of (Q, F)
such that ¥ S XU Z. Since Z ) H = ¢ then X Z = ¢. From this, it is easy
to see that ¥ S X. There are two possible cases:

a) X = X, Then obviously X is a key of (Q, F),

b) X = X. Since X is a key of (Q, F), f-}; Q.
Applying lemma 1. 1, we have

NZZQN\Z,

—
F
that is
X— .Q.']_
Fy

This contradicts the fact that X is a key of (Q,, F, ).

(ii) (The sufficiency). Suppose that X is a key of (Q, F ). We have lo
prove that X is also a key of {Q;, /7;). We have, by the definition of keys

X-Q.
P‘

Applying Lemma 1.1:
' N\Z % oNZ = Q,.

i
Since Z M H = ), it follows X ) Z = (. Consequently,

1
showing that X is a superkey of { £, F; ).
Now, assume the contrary. that X is not a key of {Q,, F, ). Then there
Would exist a key X of ({2, F,) such that X - X. Obvionsly

X ——
F; he

We' invoke lemma 1.1 to deduce

XVZ0, ) Z=02,
F

showing that X (J Z is a superkey of ( {2, F}. Conaequently, there exists a key
X of (2, F) such that '
) XXy z, X AZ =g
From this XXX ,
This contradicts the hypothesis that X is a .key of (Q, F ) The proof is

complete,
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Rased on Theorems i.1 and 1.2, in ithe Jollowing we investigate only the
class of Z-translations with Z £, Z = Z; |J Zo Z:1{) 22 =@. LG,
Zs [V H =

Bearing this in mind, if

(€, Fr)=(1 Fy—2z
then applymg Theorem 1.2 and 1.1 one afier another to the Zg-translation
and the Z,-translation, we have: X is a key of (£, F,5 if and only if
XN @ = Zand X {J Z;is a key of {Q, F ). For the sake of convenience, we
use in the sequel the notation

(&, F)

—>> { £y, Fr),
p=(Z, Z,)

where the meaning of p is obvious.

To continue, let us recall a resuit in [1]. Let §={Q, F ) be a relational
schema, where

Q = {Ap.0d } — the set of attributes,

F={L —R]|L,RCQi=1., L}—the set of functional dependencies.

Let us denote

L= U L,R= U R
i—=1 i=1
Then, the necessary condition for which X is a key of § is that
QNREXS@NR U LN R)
For V< Q we denote V=Q\V. It is easily seen that
| TURSQ\REG
INREQNRE G

R~ LS H, consequently (R \ L) (| # = ¢, and we have the following
lemina:- *

LEMMA 1.2. Lel § = < Q, F > be a relational schema, Z S G, where G
is the intersection of all the keys of S.

Then (Z+ \ Z) [} H = @, where H is the union of all the keys of S.

Proof. Assume the contrary that

(Z+ N2 N H # @.
Then, there would exist an atiribute 4 € Z+, A ‘e Zand A ¢ H. Consequently,
there exists a key X of $ = < Q, F > such that 4 € X, Since A ¢ Z* and
A€ Z we infer that Z S X \ 4. Hence
XMNASZS Zt =4

with A € X. This contradicts o the fact'that X is a key of S. The proof is
'completé.
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From the resalts mentioned just above the following theorems are
obvious.
THEOREM 1.3. Let S = < Q, F > be a relaiional schema belonging éo Lo»
<-Q-1, F1>:<Q-F>——'LUR-
Then :
< 0, F > e <Ql’ F1>

with
< Q, F1> € £1..
Proof. As remarked above LJR < G. Applymg Theorem 1.1 to the Z-trans-
lation with Z=L (J R we have -
<Q, F> o> < &y, B>
p_—(LUR, LUR)
Example 1. Let there be given S = < £, F> with © _{a b, c, d, e},
F={¢c—d,d—e}. Wehbhave L {J Hﬂab Lonslder<§21,}vl> 4&1 F >—ab,
Obviously Q, = {c, d, e}, F, = {c —» d, d — e}

It is easily seen that ¢ is the unique key of <Q,, F,> hence abc is the unique
key of <<Q, F=.

THEOREM 1.4. Let <Q, F> be a relational schema of ﬁa'
(Q,, F) = {5, F>_T (LUR) U (LN\R))

@, F ' > (h, Fyy
o=(LUR > (L\R) LUR U (L\F))

Then

with
(R, Fp) € L.
Proof. It is clear that
" Z=ILIJBR U (L\R) = Q\RCG.
The theorem 14 now follows from applying Theorem 1.1 to the Z-trans-
lation,

THEOREM 1.5. Let 8§ = (Q, F) be a- relatzonal schema of Ly
(@ Fy) = (@, F) - TURU(RN\L).

Th n

<n’ F) (Qv FI)
o= (LUR U (R\L), LUR)
with
(A, Fy) € £
Proof. As remarked above, R\ LCH, Let Z = LUR UNL)=2Z,Z,
where Z; = LbR S G, Z,=R\L, Z; " H= .
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The theorem 1.5 now [ollows [rom sequential applications of Theorems 1.2 and
1.1 one after another to the Z,-translation and the Z,-translation.

THEOREM 1.6. Lef § = (Q, F) be a relational schema of £

(@, Fy = (@, F) — (LUR U INB) U (BNL))-

Then .

(5 E) e = (£, Fy
— (LUR U (LR U @D, LUR U (L4R)

A
with
. . (nis F1> < .gi'
Proof. Let Z= LUR U (L\NR) U (R\L) = %1 U Z. where
2 =LJRU(L\NR)=Q\RSG,
Z, = R\ L © H or equivalently Z; [} H= Q.
It is obvious that (€, Fy)is obtained from (&, F) by the Z-iranslation. The
proof of Theorem 1.6 is stra:ght—forward

Similarly, we can prove the f ollowmg theorems : ' (

THEOREM 1.7, Let § = < &, F > be a relational schemaof £y,
,<01,F1>-——<Q.F>;—(L\ R).

Then
< Q, B> = . > < Oy By >,

.where << 0,, F, > ¢ L.

THEOREM 1.8, Let S = < Q, F > be a relational schema of ﬁi,
Then '

< Q, F > i << K, Fy >,
P=(R\L!@)
where .
‘ < O Fy>c€ £y

THEOREM 1.9, Let S = < &, F > be a relational schema of £, o
<91,F1>=<Q,F>—((L\R)U (R\l‘.))
T hent

< 0,F > = <y, F; >,
o = (L\R) U (B\L), INR)
where
< O, F1 > e £,
THEOREM 1.10. Lel < €, F ~ be a relational schéma of £a,
<Q, Fi>=<QF>—&\ D



—.*_,

Then ‘ .
<, F > e = Yy, Ky >,
p= (RN L) @)

where .
Ly, Fy > ¢ £y

THEOREM 1.11. Lel <« @, F > be a relational schema of £,

< 0, F1>= <Q,F->—(L\R).

Then - - n

<O F > ' > <.Q,, F; >,
ce={(L\ & LN B)

where
= ‘Q'ls FI > € .ﬁdﬂ

Now, the followmg theorem follows from Theorems 1.1, 1.2 and

Lemma 1. 3 {

THEOP.EM 112 Let (Q F) be a relatzonal of ﬁ
T ey, Ry =(a, F)—{LUR U ENRY U (RND)}.
Then
(& Fy
P

= CURU By UGBND LUR U @) =~ o fin

where
(Qz: F;) e ﬁé

* Proof. Put 2 = LOR U (LNB) U [ENRN (ENR) 1 U B\L) = 21 Zs,

where Z,=LR U (L\R) = Q\RC G, |
Zo = [(L\R*\(L\R) ] U (BR\L)

Clearly Z; n H= ¢J. Applying Theorem 1.2 to

(2, 'y = (QF ) — Z,,

EN

.and then, Theorem 1 1 to

(9 Py = (@ Py = Z,,

_the proof of Theorem 1. 12 is easy.

E:r:ample2 Letﬂ_abhgqmnvwkl ,
={a—>b, b—>h, g—q, kv >w, lw—_l> vl},
we have
L = abgkow: R = bhquo!; R\ L= hql}
INR = kga; (L\ By* = kgabhq; L|JR = mn;
(R\L) U (L\R)* U (LUR) = mnkgabhql
(Q, Fy) =(9, F) — makgabhql = (wv; {0 —>w, w— 0} ?'

5 — 1753 ‘189



It is easily seen tbat v and w are keys of (Qy, Fr). On tue other band

(LUR) | (LN\R) = mnkga
(.onsequently mnkgav and mnkgaw are keys of (£, F'),

SECTION 2.

In this section we investigate some properties of the so-called nontransla-
table relational schemas,

DEFINITION 2.1. Lel S =(Q, F)bea relational schema, S is called transla-
table if and only if there exist certain sets Zy, Zz S £ such that:
Wz 20
(i) X is a key of (Q,Fy), Kiii XﬂZz @ and X{JZ, is a key of (,F), where
(Q.F) = (QF) — Z,. Otherwise § is called nontranslalable.
THEOREM 2.1. Let S = (Q,F) be a translatable relational schema with Z,Z, as
def ined above. Then '
HN\G = H\Gy,
where' H and G- (and similarly Hy and G,) are defined in definition 1.2,
Proof. Let
(Q, F,) =(Q, F)—Z,.
Since X is a key of (g, F,) iff XNZ, = @ and X{JZ; is a key of (Q, F), it
follows that: o ' '
H=H,UZ, Zi{(1H, =&,
G=' Gy U2z, ZoGy = @,
bence ‘
H\G = (H JZI\((UZp) = (HUZ)IN\Z2)\Gy = H\G,
(because Z,(\H; = &) ' ]

Combining Theorems 1.1, 1.2 withk Theorem 2.1, the following theorem is
obvious:

TBEOREM 2.2. Let S =(Q, F) be a relational schema. (£, F) is non translatabls
tffH——QandG_.@

THEOREM 2.3. Let § = (Q,F) be a rclattonal schema,
(Ql,F1> = (Q, F) —_ (G\H).
Then. )

Q,F) ————= QL.F
a) >p—(GrUH G—;’ K¢ -

b) (Q,, I'2) is non translatable.
) (Qy, Fy) € L,
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Proof, Let Z= G H =%, | Z,, where Z, =GSG, 7, = H(clearly Z, N =
Hence part a) of the theorem is {obvious. To prove b), we bave only to
show that

G, = (Jand HI = Q.

From a) it is clear that X isakeyof {Q,, F,) iff X[ G=C and X UG is a
key of {Q, F).
Therefore, G=0G1[] 'Gj, GMG,=0

H=GUH1’ GHH2=:®,
Hence

G,=G\6 = and H, = H\G.
On the other hand we have
| 0,= \(6 U B = @\F\G = H\G = H,.
To prove ¢) we have to show that
1 _ pl__

L = R = Q,
where Li and RI are the union of all the left sides and right sides of all func-
tional dependencies of FF_, respectively.

It is known [1] that
- o\Rl € 6, =@
On the other hand
Rlc a,
Hence Rl = Q.
There remained to prové L = Q,. Were this false, there would exist an

AE-QI\Li. Since R = Q, we have 4 e Rl and A € L1,
From Q,= H, there exists a key X of (2, F,) such that
Ae X and X-:nl,
Since A € L? it follows from [1] that
X\A — 2\ 4
Evidently
Lc QI\A
and hence,
) i ' » * * .
X\4 - Q4> LR >4
This contradicts the fact that X is a key of ({};, F,), hence Ll — Q,.The proof

is complete,
From the proof of ¢) we conclude that all non translalable relational
sehemas are of type £,. :
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THEOREM 24. Let S = (@, F) be a relational schema from £4 satisfying the

following conditions:
® L,NE=0 Mi=1, 2y k&,

(if) for each Li , [ = 1,00, Kk there exisis a key X, such that Li G Xi .

Then {Q, F)isa nontranslatable relational schema.
Proof. We have to prove that H ={ and G = .
In fact, from {Q, F)e £, we bave L= R =1, By vir

the theorem we have

tue of the hypothesis of

X, SHS O

1

Q=L=

Tcw
=
1}

i i

L <
.

Consequently, - = H=
—» R, and X; is a key such that

To prove G == (7 we first show that if L;
L\ X then X; [] R; = (7. Assume the contrary that X; N Ri+= & Then, the-
re would exist an A € X; [} R;. ‘Since Ly () R; = @ clearly A ¢ Li There-
fore I; © Xi\A. : '
On the other hand
XA > L Ry A
showing that X is not a key of < 0, F>. We thus arrive at a contradiction.
From X; ([} Ri= @ it follows: '
X S O\ R
Thus
k  k k
eenXKign@\NRry=a\U Ry,
=1 i=1 i=1
Since R = Q clearly G < Q\ 0 = @ showing that G =

complete.
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