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Abstract. In this paper we investigate the global convergence result, bound-
edness, and periodicity of solutions of the recursive sequence

xn+1 =
αxn−l + βxn−k
Axn−l +Bxn−k

, n = 0, 1, ...

where the parameters α, β, A and B are positive real numbers and the initial
conditions x−p, x−p+1, ..., x−1 and x0 ∈ (0,∞) where p = max{l, k}.

1. Introduction

Our goal in this paper is to investigate the global stability character and the
periodicity of solutions of the recursive sequence

xn+1 =
αxn−l + βxn−k
Axn−l +Bxn−k

,(1.1)

where α,β, A and B ∈ (0,∞) with the initial conditions x−p, x−p+1, ..., x−1 and
x0 ∈ (0,∞) where p = max{l, k}.
Recently there has been a lot of interest in studying the global attractivity, the

boundedness character and the periodicity nature of nonlinear difference equa-
tions, see for example [1] and [6-8].

We first recall some notations and results which will be useful for our investi-
gation.

Definition 1.1. The difference equation

xn+1 = F (xn, xn−1, ..., xn−k), n = 0, 1, ...(1.2)

is said to be persistence if there exist numbers m and M with 0 < m �M <∞
such that for any initial conditions x−k, x−k+1, ..., x−1, x0 ∈ (0,∞) there exists a
positive integer N , which depends on the initial conditions, such that

m � xn �M for all n � N.
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Definition 1.2. (Stability)
(i) The equilibrium point x of Eq. (1.2) is locally stable if for every ε > 0, there
exists δ > 0 such that for all x−k, x−k+1, ..., x−1, x0 ∈ I with

|x−k − x|+ |x−k+1 − x|+ ...+ |x0 − x| < δ,
we have

|xn − x| < ε for all n � −k.
(ii) The equilibrium point x of Eq. (1.2) is locally asymptotically stable if x is
locally stable solution of Eq. (1.2) and there exists γ > 0, such that for all
x−k, x−k+1, ..., x−1, x0 ∈ I with

|x−k − x|+ |x−k+1 − x|+ ...+ |x0 − x| < γ,
we have

lim
n→∞

xn = x.

(iii) The equilibrium point x of Eq. (1.2) is a global attractor if for all x−k, x−k+1,
..., x−1, x0 ∈ I, we have

lim
n→∞

xn = x.

(iv) The equilibrium point x of Eq. (1.2) is globally asymptotically stable if x is
locally stable, and x is also a global attractor of Eq. (1.2).

(v) The equilibrium point x of Eq. (1.2) is unstable if x is not locally stable.

The linearized equation of Eq. (1.2) about the equilibrium x is the linear
difference equation

yn+1 =
k∑

i=0

∂F (x, x, ..., x)

∂xn−i
yn−i.(1.3)

Theorem 1.1 ([5]). Assume that p, q ∈ R and k ∈ {0, 1, 2, ...}. Then
|p|+ |q| < 1,

is a sufficient condition for the asymptotic stability of the difference equation

xn+1 + pxn + qxn−k = 0, n = 0, 1, ... .

Remark 1. Theorem 1.1 can be easily extended to a general linear equation of
the form

xn+k + p1xn+k−1 + ...+ pkxn = 0, n = 0, 1, ...(1.4)

where p1, p2, ..., pk ∈ R and k ∈ {1, 2, ...}. Eq. (1.4) is asymptotically stable
provided that

k∑

i=1

|pi| < 1.

The theory of the Full Limiting Sequences was indicated in [3] and [4]. The
following theorem was given in [2].
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Theorem 1.2. Let F ∈ C[Ik+1, I] for some interval I of the real numbers and
for some non-negative integer k, and consider the difference equation

xn+1 = F (xn, xn−1, ..., xn−k).(1.5)

Let {xn}∞n=−k be a solution of Eq. (1.5), and suppose that there exist constants
A ∈ I and B ∈ I such that

A � xn � B for all n � −k.

Let �0 be a limit point of the sequence {xn}∞n=−k. Then the following statements
are true.

(i) There exists a solution {Ln}∞n=−∞ of Eq. (1.5), called a full limiting se-
quence of {xn}∞n=−k, such that L0 = �0, and such that for every N ∈ {...,−1, 0, 1, ...}
LN is a limit point of {xn}∞n=−k.
(ii) For every i0 � −k, there exists a subsequence {xri}∞i=0 of {xn}∞n=−k such

that

LN = lim
i→∞

xri+N for every N � i0.

2. Local stability of the equilibrium point

In this section we study the local stability character of the solutions of Eq. (1.1).
Eq. (1.1) has a unique positive equilibrium point which is given by

x =
α+ β

A+B
.

Let f : (0,∞)2 −→ (0,∞) be a continuous function defined by

f(u, v) =
αu+ βv

Au+Bv
.(2.1)

Therefore

∂f(u, v)

∂u
=
(αB − βA)v
(Au+Bv)2

,

∂f(u, v)

∂v
=
−(αB − βA)u
(Au+Bv)2

.

Then we see that

∂f(x, x)

∂u
=

αB − βA
(A+B)(α+ β)

= −a1,

∂f(x, x)

∂v
=

βA− αB
(A+B)(α+ β)

= −a0.

Thus the linearized equation of Eq. (1.1) about x is

yn+1 + a1yn−l + a0yn−k = 0,(2.2)
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whose characteristic equation is

λk+1 + a1λ
k−l + a0 = 0.(2.3)

Theorem 2.1. Assume that

(α+ β)(A+B) > 2 |βA− αB| .
Then the positive equilibrium point of Eq. (1.1) is locally asymptotically stable.

Proof. It follows by Theorem 1.1 that Eq. (2.2) is asymptotically stable if all
roots of Eq. (2.3) lie in the open disc |λ| < 1, that is, if

|a1|+ |a0| < 1,
∣∣∣∣

αB − βA
(A+B)(α+ β)

∣∣∣∣+
∣∣∣∣

βA− αB
(A+B)(α+ β)

∣∣∣∣ < 1,

and so

2 |βA− αB| < (A+B)(α+ β).
The proof is complete.

3. Boundedness of solutions

Here we study the permanence of Eq. (1.1).

Theorem 3.1. Every solution of Eq. (1.1) is bounded and persists.

Proof. Let {xn}∞n=−p be a solution of Eq. (1.1). It follows from Eq. (1.1) that

xn+1 =
αxn−l + βxn−k
Axn−l +Bxn−k

=
αxn−l

Axn−l +Bxn−k
+

βxn−k
Axn−l +Bxn−k

.

Hence

xn �
α

A
+
β

B
=M for all n � 1.(3.1)

Now we wish to show that there exists m > 0 such that

xn � m for all n � 1.
The transformation

xn =
1

yn
,

will lead Eq. (1.1) to the equivalent form

yn+1 =
Byn−l +Ayn−k
βyn−l + αyn−k

=
Byn−l

αyn−k + βyn−l
+

Ayn−k
αyn−k + βyn−l

.

It follows that

yn+1 �
B

β
+
A

α
=
βA+ αB

αβ
= H for all n � 1.
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Thus we obtain

xn =
1

yn
� 1

H
=

αβ

βA+ αB
= m for all n � 1.(3.2)

From (3.1) and (3.2) we see that

m � xn �M for all n � 1.
Therefore every solution of Eq. (1.1) is bounded and persists.

4. Periodicity of solutions

In this section we study the existence of prime period two solutions of Eq. (1.1).

Theorem 4.1. Eq. (1.1) has positive prime period two solutions if and only if

(i) 4Bα < (A−B)(β − α) and k is odd, l is even.

(ii) 4Aβ < (α− β)(B −A) and k is even, l is odd.

Proof. First suppose that there exists a prime period two solution

..., p, q, p, q, ...

of Eq. (1.1). We will prove that condition (i) holds. We prove this for the case k
is odd, l is even, the case k is even, l is odd is similar and will be omitted.

We see from Eq. (1.1) that

p =
αq + βp

Aq +Bp
,

and

q =
αp+ βq

Ap+Bq
.

Hence

Apq +Bp2 = αq + βp,(4.1)

and

Apq +Bq2 = αp+ βq.(4.2)

Subtracting (4.1) from (4.2) gives

B(p2 − q2) = (β − α)(p− q).
Since p �= q, it follows that

p+ q =
(β − α)
B

.(4.3)

Also, since p and q are positive, (β − α) should be positive.
Again, adding (4.1) and (4.2) yields

2Apq +B(p2 + q2) = (p+ q)(α+ β).(4.4)
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It follows by (4.3), (4.4) that

2(A−B)pq = 2α(β − α)
B

.

Again, since p and q are positive and β > α, we see that A > B. Thus

pq =
α(β − α)
B(A−B) .(4.5)

Now it is clear from Eq. (4.3) and Eq. (4.5) that p and q are the two positive
distinct roots of the quadratic equation

t2 − (β − α)
B

t+
α(β − α)
B(A−B) = 0,(4.6)

and so �
β − α
B

]2
− 4α(β − α)
B(A−B) > 0.

Since A−B and β − α have the same sign,
β − α
B

>
4α

(A−B) ,

which is equivalent to

4Bα < (A−B)(β − α).
Therefore condition (i) holds.

Conversely suppose that condition (i) is true. We will show that Eq. (1.1) has
a prime period two solution.

Assume that

p =

β − α
B

−

√�
β − α
B

]2
− 4α(β − α)
B(A−B)

2
,

and

q =

β − α
B

+

√�
β − α
B

]2
− 4α(β − α)
B(A−B)

2
.

We see from condition (i) that

(A−B)(β − α) > 4Bα,
or

[β − α]2 > 4Bα(β − α)
(A−B) ,

which is equivalent to
�
β − α
B

]2
>
4α(β − α)
B(A−B) .
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Therefore p and q are distinct positive real numbers. Set

x−k = q, x−1 = p, ..., and x0 = p.

We wish to show that

x1 = x−1 = q and x2 = x0 = p.

It follows from Eq. (1.1) that

x1 =
αx0 + βx−k
Ax0 +Bx−k

=
αp+ βq

Ap+Bq

=

α


β − α

B
−

√�
β − α
B

]2
− 4α(β − α)
B(A−B)


+ β


β − α

B
+

√�
β − α
B

]2
− 4α(β − α)
B(A−B)




A


β − α

B
−

√�
β − α
B

]2
− 4α(β − α)
B(A−B)


+B


β − α

B
+

√�
β − α
B

]2
− 4α(β − α)
B(A−B)



.

Dividing the denominator and numerator by
β − α
B

gives

x1 =

(α+ β) + (β − α)
�√

1− 4Bα

(β − α)(A−B)

]

(A+B) + (B −A)
�√

1− 4Bα

(β − α)(A−B)

] .

Multiplying the denominator and numerator by

(A+B)− (B −A)
[√

1− 4Bα

(β − α)(A−B)

]

gives

x1 =
(α+ β)(A+B)− [β − α][B −A]− 4Bα

(A+B)2 − [B −A]2
�
1− 4Bα

(β − α)(A−B)

]

+

[β(A+B −B +A) + α(−A−B −B +A)]
√
1− 4Bα

(β − α)(A−B)

(A+B)2 − [B −A]2
�
1− 4Bα

(β − α)(A−B)

]



92 E. M. ELABBASY, H. EL-METWALLY AND E. M. ELSAYED

=

[2βA− 2Bα] + [2βA− 2Bα]
√
1− 4Bα

(β − α)(A−B)

4BA− 4Bα[B −A]
(β − α)

=

β − α
B

+

√�
β − α
B

]2
− 4α(β − α)
B(A−B)

2
= q.

Similarly as before one can easily show that

x2 = p.

Then it follows by induction that

x2n = p and x2n+1 = q for all n � −1.
Thus Eq. (1.1) has the positive prime period two solution

. . . , p, q, p, q, . . .

where p and q are the distinct roots of the quadratic equation (4.6) and the proof
is complete.

Lemma 4.1. If k is even and l is even (or k is odd and l is odd) then Eq. (1.1)
has no periodic solution of prime period two.

Proof. Assume the contrary that there exist distinctive positive real numbers p
and q such that

. . . , p, q, p, q, . . .

be a period two solution of Eq. (1.1). Then for k is even and l is even (or k is
odd and l is odd) we see from Eq. (1.1) that

p =
αq + βq

Aq +Bq
=
α+ β

A+B
, or p =

αp+ βp

Ap+Bp
=
α+ β

A+B
,

and

q =
αp+ βp

Ap+Bp
=
α+ β

A+B
, or q =

αq + βq

Aq +Bq
=
α+ β

A+B
,

which implies

p = q,

a contradiction.

5. Global stability of Eq. (1.1)

In this section we investigate the global asymptotic stability of Eq. (1.1).

Lemma 5.1. For any values of the quotient
α

A
and

β

B
, the function f(u, v) defined

by Eq. (2.1) has the monotonic behavior in its two arguments.

Proof. The proof follows by some computations and it will be omitted.
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Theorem 5.1. The equilibrium point x is a global attractor of Eq. (1.1) if one
of the following statements holds

(1) αB � βA and β � α.(5.1)

(2) αB � βA and α � β.(5.2)

Proof. Let {xn}∞n=−p be a solution of Eq. (1.1) and again let f be a function
defined by Eq. (2.1)

We will prove the theorem for Case (1), the proof for Case (2) is similar and
is left to the reader.

Assume that (5.1) is true, then it is easy to see that the function f(u, v) is
non-decreasing in u and non-increasing in v. Thus from Eq. (1.1), we see that

xn+1 =
αxn−l + βxn−k
Axn−l +Bxn−k

� αxn−l + β(0)

Axn−l +B(0)
=
α

A
.

Then

xn �
α

A
= H for all n � 1.(5.3)

xn+1 =
αxn−l + βxn−k
Axn−l +Bxn−k

� α(0) + βxn−k
A(0) +Bxn−k

� βxn−k
Bxn−k

� β

B
= h for all n � 1.(5.4)

From Eqs. (5.3) and (5.4), we see that

h =
β

B
� xn �

α

A
= H for all n � 1.

It follows by the Method of Full Limiting Sequences that there exist solutions
{In}∞n=−∞ and {Sn}∞n=−∞ of Eq. (1.1) with

I = I0 = lim
n→∞

inf xn � lim
n→∞

supxn = S0 = S,

where

In, Sn ∈ [I, S] , n = 0,−1, ...
It suffices to show that I = S.

Now it follows from Eq. (1.1) that

I =
αI−l−1 + βI−k−1
AI−l−1 +BI−k−1

� αI + βS

AI +BS
,

and so

αI + βS −AI2 � BSI.(5.5)

Similarly, we see from Eq. (1.1) that

S =
αS−l−1 + βS−k−1
AS−l−1 +BS−k−1

� αS + βI

AS +BI
, ,
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and so

αS + βI −AS2 � BSI .(5.6)

Therefore it follows from Eqs. (5.5) and (5.6) that

αI + βS −AI2 � αS + βI −AS2,
that is

α(S − I) + β(I − S) +A(I + S)(I − S) � 0,
or equivalently

(I − S)[A(I + S) + β − α] � 0.
Hence

I � S if A(I + S) + β − α � 0.
Now, we know by (5.1) that β � α, and so it follows that I � S. Therefore I = S.
This completes the proof.
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