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DUALITIES AND DIMENSIONS
OF IRREDUCIBLE REPRESENTATIONS

OF PARABOLIC SUBGROUPS OF LOW DEGREES

NGUYEN DANG HO HAI AND TON THAT TRI

Dedicated to Professor Huynh Mui on the occasion of his sixtieth birthday

Abstract. Let GLn1,... ,nr be a parabolic subgroup of the general linear group
GLn over the prime field Fp of p elements. A complete set of distinct irre-
ducible modules for Fp[GLn1,... ,nr ] was explicitly constructed in [7]. In this
paper, we use this construction to determine the contragredient dual module
of each Fp[GLn1,... ,nr ]-irreducible module and prove that its dimension can
be computed via the dimensions of some Fp[GLni ]-irreducible modules.

1. Introduction

Let p be a prime number, Fp the finite field of p elements and GLn the general
linear group of all n × n invertible matrices over Fp. Let n1, . . . , nr be positive
integers such that n1 + · · ·+ nr = n. The parabolic subgroup GLn1,... ,nr of GLn

is defined as follows

GLn1,... ,nr =
{




B1 ∗
. . .

0 Br


 ∈ GLn : Bi ∈ GLni , 1 ≤ i ≤ r

}
.

Let Fp[x1, . . . , xn] be the commutative polynomial algebra in n indeterminants
x1, . . . , xn over Fp. We have an action of GLn on Fp[x1, . . . , xn] in the usual way.
In other words, Fp[x1, . . . , xn] is thought of as an Fp[GLn]-module, and hence an
Fp[G]-module, for each subgroup G of GLn. For each 1 ≤ i ≤ n, the i-th Dickson
invariant is defined as follows

Li = Li(x1, . . . , xi) =

∣∣∣∣∣∣∣∣∣

x1 x2 . . . xi

xp
1 xp

2 . . . xp
i

...
...

. . .
...

xpi−1

1 xpi−1

2 . . . xpi−1

i

∣∣∣∣∣∣∣∣∣
.

Let β = (β1, . . . , βn) be a sequence of nonnegative integers and put Lβ =
n∏

i=1
Lβi

i . Denote by Hβ(G) the Fp[G]-submodule generated by Lβ. It is obvious
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that Hβ(G) is an Fp-vector space with the generators {σLβ : σ ∈ G}.
Proposition 1.1 ([7, 1.1]).

{Hβ(GLn1,... ,nr) : β = (β1, . . . , βn), 0 ≤ βi ≤ p− 1, 1 ≤ i ≤ n,

βn1βn1+n2 · · ·βn1+···+nr 6= 0}
is a complete set of (p − 1)rpn−r distinct irreducible modules for the algebra
Fp[GLn1,... ,nr ] and these modules are absolutely irreducible.

For each 0 ≤ i ≤ r, put Ni = n0 + · · ·+ ni with n0 = 0. Denote by F(n1,... ,nr)
p

the set of all sequences (β1, . . . , βn) such that 0 ≤ βj ≤ p − 1, 1 ≤ j ≤ n and
βNi 6= p− 1, 1 ≤ i ≤ r. By noting that

H(β1,... ,βNi−1,p−1,βNi+1,... ,βn)(GLn1,... ,nr) ∼= H(β1,... ,βNi−1,0,βNi+1,... ,βn)(GLn1,... ,nr)

for 1 ≤ i ≤ r, we can restate the above proposition as follows.

Proposition 1.2. {Hβ(GLn1,... ,nr) : β ∈ F(n1,... ,nr)
p } is a complete set of (p −

1)rpn−r distinct irreducible modules for the algebra Fp[GLn1,... ,nr ] and these mod-
ules are absolutely irreducible.

An immediate consequence of the proposition is the following.

Corollary 1.3. {Hβ(GLn) : β ∈ F(n)
p } is a complete set of (p − 1)pn−1 distinct

irreducible modules for the algebra Fp[GLn] and these modules are absolutely ir-
reducible.

We recall here the definition of the so-called contragredient module. Let G be a
finite group, K an arbitrary field and M a left K[G]-module. The contragredient
M∗ of M is the left K[G]-module in which the underlying vector space is the dual
space M∗ of M and with the module operation given by

(gφ)(m) = φ(g−1m)

for g ∈ G, φ ∈ M∗, m ∈ M . The operation is then extended to all K[G] by
linearity. It is easily verified that M∗ is irreducible if and only if so is M .

For each β ∈ F(n1,... ,nr)
p , the contragredient module H∗

β(GLn1,... ,nr) of

Hβ(GLn1,... ,nr) is irreducible. Since {Hβ(GLn1,... ,nr) : β ∈ F(n1,... ,nr)
p } is a com-

plete set of distinct irreducible modules for the algebra Fp[GLn1,... ,nr ], a natural
question arising here is to determine β∗ ∈ F(n1,... ,nr)

p so that H∗
β(GLn1,... ,nr) is

isomorphic to Hβ∗(GLn1,... ,nr).
In order to state the results, we need the following notations.

Let β be an element of F(n1,... ,nr)
p . For each 1 ≤ i ≤ r, denote by β(i) the

sequence (βNi−1+1, . . . , βNi−1,
n∑

k=Ni

βk) ∈ F(ni)
p , where 0 ≤ h < p − 1 is the re-

mainder in the division of h by p− 1.

Consider the correspondence t from F(n1,... ,nr)
p to F(n1)

p × · · · × F(nr)
p given by

β 7→ (
β(1), . . . , β(i)

)
. We can easily check that t is a one-to-one correspondence.
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For each γ = (γ1, . . . , γk) ∈ F(k)
p with k a positive integer, let

γ∗ =
(
γk−1, γk−2, . . . , γ1,−(γ1 + · · ·+ γk)

)
.

We have then

(γ∗)∗ =
(

γ1, . . . , γk−1,−
(
γk−1 + · · ·+ γ1 +−(γ1 + · · ·+ γk)

))
= γ.

For each β ∈ F(n1,... ,nr)
p , define β∗ ∈ F(n1,... ,nr)

p to be the inverse image of(
β(1)∗, . . . , β(r)∗

)
under t, i.e.

β∗ = t−1
(
(β(1)∗, . . . , β(r)∗)

)
.

Since
(
β(i)∗

)∗ = β(i) for 1 ≤ i ≤ r, it is clear that (β∗)∗ = β. We can explicitly
express β∗ = (β∗1 , . . . , β∗n) via β = (β1, . . . , βn) as follows

β∗i =





βNk−i if Nk−1 + 1 ≤ i < Nk,

−
Nk+1−1∑

j=Nk−1+1

βj if i = Nk.

We are now ready to state the results.

Theorem A. Let H∗
β(GLn1,... ,nr) be the contragredient module of Hβ(GLn1,... ,nr)

for β ∈ F(n1,... ,nr)
p . Then

H∗
β(GLn1,... ,nr) ∼= Hβ∗(GLn1,... ,nr)

as Fp[GLn1,... ,nr ]-modules.

Theorem B. For every β ∈ F(n1,... ,nr)
p ,

dimFp Hβ(GLn1,... ,nr) =
r∏

i=1

dimFp Hβ(i)(GLni).

For p = 2 and n = 4, we have

Proposition C. The dimensions of all irreducible F2[GL4]-modules are given as
follows

β dimF2 Hβ(GL4)
(0, 0, 0, 0) 1
(1, 0, 0, 0) 4
(0, 1, 0, 0) 6
(0, 0, 1, 0) 4
(1, 1, 0, 0) 20
(1, 0, 1, 0) 14
(0, 1, 1, 0) 20
(1, 1, 1, 0) 64
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2. Proof of Theorem A

We first recall some facts on the coefficient space of a K[G]-module M . Suppose
M is a K[G]-module of finite dimension. Let {mj : j ∈ I} be a K-basis of M , we
have

gmj =
∑

i∈I

ri,j(g)mi(2.1)

for g ∈ G, j ∈ I, ri,j(g) ∈ K. The functions ri,j : G −→ K are called coefficient
functions of V . Denote by KG the space of all mappings from G to K. The K-
space spanned by coefficient functions is a subspace of KG, called the coefficient
space of M . It is independent of the choice of the basis {mj}. We denote this
space by cf(M) =

∑
i,j
Kri,j .

For each h ∈ G, it follows from (2.1) that

(h−1gh)mj =
∑

i∈I

ri,j(h−1gh)mi.(2.2)

Acting h on the two sides of (2.2), we get

g(hmj) =
∑

i∈I

ri,j(h−1gh)(hmi).(2.3)

Since {mj : j ∈ I} is a K-basis of M , so is {hmj : j ∈ I}. Hence (2.3) shows that
if r ∈ cf(M), then rh ∈ cf(M), where rh(g) = r(h−1gh) for each g ∈ G.

Let M∗ be the contragredient module of M and {m∗
j : j ∈ I} the dual K-basis

of M∗ with respect to the basis {mj : j ∈ I} of M . By the definition of M∗, (2.1)
leads to

gm∗
j =

∑

i∈I

rj,i(g−1)m∗
i .(2.4)

This equation implies that if r ∈ cf(M), then r∗ ∈ cf(M∗), where r∗(g) = r(g−1)
for each g ∈ G.

We summarize the above facts in the following lemma.

Lemma 2.1. Let M be a K[G]-module of finite dimension, M∗ its contragredient
module and r ∈ cf(M). Then

(i) rh ∈ cf(M) for each h ∈ G,
(ii) r∗ ∈ cf(M∗),

where rh(g) = r(h−1gh) and r∗(g) = r(g−1) for each g ∈ G.

The following lemma holds for an algebraically closed field. Actually, it also
holds for a splitting field of an algebra.

Lemma 2.2 ([2, 27.8]). Let K be a splitting field for an algebra A and {M1, . . . ,
Mk} a set of pairwise non-isomorphic irreducible A-modules with dimKMr = nr,
1 ≤ r ≤ k. For each r, consider a matrix of coefficient functions {f (r)

i,j : 1 ≤ i, j ≤
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nr} of Mr. Then {f (r)
i,j : 1 ≤ i, j ≤ nr, 1 ≤ r ≤ k} are linearly independent over

K.

We introduce some abbreviated notations for minors of matrix. The minor on
the rows k1, . . . , ki and the columns j1, . . . , ji of a matrix B is denoted by

B

(
k1 . . . ki

j1 . . . ji

)
.

The i-th principal minor

B

(
1 . . . i
1 . . . i

)

is briefly denoted by deti B. The following lemma is entirely analogous to a result
in [8].

Lemma 2.3 (cf. [8, 2.3]). Let β = (β1, . . . , βn) ∈ F(n1,... ,nr)
p and B ∈ GLn1,... ,nr .

Denote detβ(B) =
n∏

i=1
(deti B)βi. Then detβ ∈ cf

(
Hβ(GLn1,... ,nr)

)
.

Proof of Theorem A. It follows from Lemma 2.1 and Lemma 2.3 that

det∗β ∈ cf
(
H∗

β(GLn1,... ,nr)
)

and
detJ

β∗ ∈ cf
(
Hβ∗(GLn1,... ,nr)

)
,

for each J ∈ GLn1,... ,nr . By Lemma 2.2 and Proposition 1.2, the theorem will be
proved if we can show that for a suitable choice of J , det∗β = detJ

β∗ , or equivalently,
detβ(B−1) = detβ∗(J−1BJ) for each B ∈ GLn1,... ,nr .

For each positive integer m, define the m×m-matrix Jm as follows

Jm =




0 1
1

. .
.

1 0




m×m

.

It is easily checked that J−1
m = Jm and

(J−1
m AJm)

(
1 . . . m− i
1 . . . m− i

)
= A

(
i + 1 . . . m
i + 1 . . . m

)

for A ∈ GLm and 1 ≤ i ≤ m. Exercise 972 of [5] shows that

A−1

(
1 . . . i
1 . . . i

)
=

A

(
i + 1 . . . m
i + 1 . . . m

)

|A| ,

where |A| is the determinant of A. We have then

A−1

(
1 . . . i
1 . . . i

)
=

(J−1
m AJm)

(
1 . . . m− i
1 . . . m− i

)

|A| ,
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or

deti(A−1) =
detm−i(J−1

m AJm)
detm(J−1

m AJm)
·(2.5)

For each γ ∈ F(m)
p , we have

γ∗ = (γm−1, γm−2, . . . , γ1,−(γ1 + · · ·+ γm)),

and therefore

detγ(A−1) =
m∏

i=1

detγi
i (A−1)

=
m∏

i=1

(detm−i(J−1
m AJm)

detm(J−1
m AJm)

)γi

(by (2.5))

= detγ∗(J−1
m AJm).(2.6)

Let

J =




Jn1 0
. . .

0 Jnr


 ∈ GLn1,... ,nr .

We prove that J is a matrix satisfying the equality detβ(B−1) = detβ∗(J−1BJ)
for each B ∈ GLn1,... ,nr .

In fact, for each B =




B1 ∗
. . .

0 Br


 ∈ GLn1,... ,nr , it is clear that

J−1BJ =




J−1
n1

B1Jn1 ∗
. . .

0 J−1
nr

BrJnr


 ,

and hence

detβ(B−1) =
r∏

i=1

detβ(i)(B
−1
i )

=
r∏

i=1

detβ(i)∗(J
−1
ni

BiJni) (by (2.6))

= detβ∗(J−1BJ).

The theorem follows.

Rermark 2.4. (a) By using the same arguments as above, we can prove that
the contravariant module of Hβ(GLn1,... ,nr) is isomorphic to Hβ(GLn1,... ,nr).

The contravariant H0
β(GLn1,... ,nr) of Hβ(GLn1,... ,nr) is the left Fp[GLn1,... ,nr ]-

module in which the underlying vector space is the dual space H∗
β(GLn1,... ,nr)

and with the module operation given by

(Bφ)(`) = φ(Bt`)
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for B ∈ GLn1,... ,nr , φ ∈ H∗
β(GLn1,... ,nr), ` ∈ Hβ(GLn1,... ,nr) and Bt the transpose

of B.
Since detβ ∈ cf(Hβ(GLn1,... ,nr)), it is similar to Lemma 2.1 that

det0β ∈ cf
(
H0

β(GLn1,... ,nr)
)
,

where det0β(B) = detβ(Bt) for each B ∈ GLn1,... ,nr .

For each 1 ≤ i ≤ n, it is clear that deti(B) = deti(Bt), and hence detβ(B) =
detβ(Bt) for each B ∈ GLn1,... ,nr . This obviously implies that H0

β(GLn1,... ,nr) is
isomorphic to Hβ(GLn1,... ,nr) as an Fp[GLn1,... ,nr ]-module.

(b) For the irreducible modules of the general linear group GLn, we have

H∗
β(GLn) ∼= Hβ∗(GLn)

and
H0

β(GLn) ∼= Hβ(GLn)

as Fp[GLn]-modules, where β∗ =
(
βn−1, βn−2, . . . , β1,−(β1 + · · ·+ βn)

)
.

3. Proof of Theorem B

Let Gi (i = 1, 2) be finite groups and G = G1×G2 their direct product. Let Mi

be a K[Gi]-module (i = 1, 2). We equip M1⊗KM2 with a K[G]-module structure
by setting

(g1, g2)(m1 ⊗K m2) = g1m1 ⊗K g2m2

for gi ∈ Gi, mi ∈ Mi, i = 1, 2. The operation is then extended to all K[G] by
linearity.

Lemma 3.1 ([1, 27.15]). Let Gi (i = 1, 2) be finite groups and G = G1×G2 their
direct product. Let {Mj : 1 ≤ j ≤ ν1} and {Nk : 1 ≤ k ≤ ν2} be respectively the
complete sets of distinct irreducible modules for the algebras K[G1] and K[G2].
Assume that K is a splitting field for K[Gi] (i = 1, 2). Then

{Mj ⊗K Nk : 1 ≤ j ≤ ν1, 1 ≤ k ≤ ν2}
is a complete set of ν1ν2 distinct irreducible modules for the algebra K[G].

Let GLn1×···×nr be the subgroup of GLn1,... ,nr defined as follows

GLn1×···×nr =
{

B =




B1 0
. . .

0 Br


 ∈ GLn : Bi ∈ GLni , 1 ≤ i ≤ r

}
.

We identify GLn1×···×nr with GLn1×· · ·×GLnr by the group isomorphism given
by B 7→ (B1, . . . , Br).

Lemma 3.2. {Hβ(GLn1×···×nr) : β ∈ F(n1,... ,nr)
p } is a complete set of (p−1)rpn−r

distinct irreducible modules for the algebra Fp[GLn1×···×nr ] and these modules are
absolutely irreducible.
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Proof. By Corollary 1.3 and Lemma 3.1, there are exactly (p − 1)rpn−r dis-
tinct irreducible modules for the algebra Fp[GLn1×···×nr ], which is identified with
the algebra Fp[GLn1 × · · · × GLnr ]. It is sufficient to prove that the modules
Hβ(GLn1×···×nr), for β ∈ F(n1,... ,nr)

p , are absolutely irreducible and distinct.
For each matrix

B =




B1 ∗
. . .

0 Br


 ∈ GLn1,... ,nr ,

the matrix B ∈ GLn1×···×nr is defined as follows

B =




B1 0
. . .

0 Br


 .

The mapping B 7→ B homomorphically maps GLn1,... ,nr onto GLn1×···×nr . It is
clear that BLi = BLi for B ∈ GLn1,... ,nr , 1 ≤ i ≤ n, and hence BLβ = BLβ for
each β ∈ F(n1,... ,nr)

p .

Fix an element β ∈ F(n1,... ,nr)
p . We first prove that, as Fp-spaces, Hβ(GLn1,... ,nr)

is the same as Hβ(GLn1×···×nr). Indeed, the generators of the spaces
Hβ(GLn1,... ,nr) and Hβ(GLn1×···×nr) are respectively

S = {BLβ : B ∈ GLn1,... ,nr} and S = {BLβ : B ∈ GLn1×···×nr}.

It is clear that S is a subset of S. Since BLβ = BLβ for each B ∈ GLn1,... ,nr , it
follows that S is a subset of S. We have then S = S, which implies that the Fp-
spaces Hβ(GLn1,... ,nr) and Hβ(GLn1×···×nr) are the same. We denote this space
by Hβ for short. We have an immediate remark that Bh = Bh for B ∈ GLn1,... ,nr ,
h ∈ Hβ.

Let W be an Fp[GLn1×···×nr ]-submodule of Hβ. Since Bw = Bw for B ∈
GLn1,... ,nr , w ∈ W , it follows that BW = BW = W . Thus W is an Fp[GLn1,... ,nr ]-
submodule of Hβ. Then W is trivial since Hβ is irreducible as Fp[GLn1,... ,nr ]-
module. This establishes the irreducibility of Hβ as Fp[GLn1×···×nr ]-module.

Let M , N be irreducible K[G]-modules of finite dimensions. We recall the
following elementary facts:

(i) M is absolutely irreducible if and only if HomK[G](M, M) = K,
(ii) M and N are distinct if and only if HomK[G](M, N) = 0.
By the above facts and Proposition 1.2, in order to prove the modules Hβ, for

β ∈ F(n1,... ,nr)
p , are absolutely irreducible and distinct, it is sufficient to show that

HomFp[GLn1×···×nr ](Hβ,Hβ′) = HomFp[GLn1,... ,nr ](Hβ,Hβ′)
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for β, β′ ∈ F(n1,... ,nr)
p . However, this equality follows immediately from the fact

that Bh = Bh for each B ∈ GLn1,... ,nr , h ∈ Hβ and β ∈ F(n1,... ,nr)
p . The lemma

is proved.

Proof of Theorem B. It follows from Lemma 2.3 that detβ ∈ cf
(
Hβ(GLn1,... ,nr)

)
.

Since the Fp-spaces Hβ(GLn1,... ,nr) and Hβ(GLn1×···×nr) are the same and
detβ(B) = detβ(B) for each B ∈ GLn1,... ,nr , we have detβ ∈ cf(Hβ(GLn1×···×nr)).

From Lemma 2.3 it also follows that detβ(i) ∈ cf
(
Hβ(i)(GLni)

)
for each 1 ≤

i ≤ r. Therefore
r∏

i=1

detβ(i) ∈ cf
(
Hβ(1)(GLn1)⊗Fp · · · ⊗Fp Hβ(r)(GLnr)

)
,

where

(
r∏

i=1

detβ(i))(B) =
r∏

i=1

detβ(i)(Bi)

for B = (B1, . . . , Br) ∈ GLn1×···×nr . By the definitions of detβ and β(i) we have

detβ(B) = (
r∏

i=1

detβ(i))(B).

This fact together with Lemmas 2.2, 3.1 and 3.2 imply that

Hβ(GLn1×···×nr) ∼= Hβ(1)(GLn1)⊗Fp · · · ⊗Fp Hβ(r)(GLnr)

as Fp[GLn1×···×nr ]-modules. As a result,

dimFp Hβ(GLn1,... ,nr) = dimFp Hβ(GLn1×···×nr) =
r∏

i=1

dimFp Hβ(i)(GLni).

The theorem is proved.

Remark 3.3. Denote by R(G) the representation ring of a group G. Then it
follows easily from the above proof that

R(GLn1,... ,nr) ∼= R(GLn1)⊗Z · · · ⊗Z R(GLnr).

4. Proof of Proposition C

For each β ∈ F(n)
2 , denote Hβ(GLn) by Hβ for brevity. We note that

• If β = (0, . . . , 0, 1︸︷︷︸
i

, 0, . . . , 0) ∈ F(n)
2 , then dimF2 Hβ =

(
n

i

)
by [6, 1.4].

• If β = (1, 1, . . . , 1, 0) ∈ F(n)
2 , then Hβ has been known to be the Steinberg

module for F2[GLn]. The dimension of the Steinberg module for F2[GLn] is
equal to the order of the Sylow 2-subgroup of GLn, namely 2

n(n−1)
2 .
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By the above facts, in order to determine the dimensions of all irreducible
F2[GL4]-modules, we only need to compute those of H(1,1,0,0), H(1,0,1,0) and
H(0,1,1,0). However, Theorem A implies that dimF2 H(1,1,0,0) = dimF2 H(0,1,1,0),
and hence we only deal with H(1,1,0,0) and H(1,0,1,0).

For each 1 ≤ k1 < · · · < ki ≤ n, σ ∈ GLn, let Lk1,... ,ki = Lk(xk1 , . . . , xki) and

σk1,... ,ki = σ

(
k1 . . . ki

1 . . . i

)
. The following formula is of basic importance

σL1,... ,i =
∑

1≤k1<···<ki≤n

σk1,... ,kiLk1,... ,ki .

Dimension of H(1,1,0,0). We have H(1,1,0,0) is an F2-vector space generated by
{σ(L1L1,2) : σ ∈ GL4}. For each σ ∈ GL4,

σ(L1L1,2) =
( ∑

1≤i≤4

σiLi

)( ∑

1≤j<k≤4

σj,kLj,k

)

=
∑

1≤i<j≤4

Ti,j +
∑

1≤i<j<k≤4

Ti,j,k,(4.1)

where

Ti,j = σiσi,jLiLi,j + σjσi,jLjLi,j ,
Ti,j,k = σiσj,kLiLj,k + σjσi,kLjLi,k + σkσi,jLkLi,j .

It is clear that σiσj,k + σjσi,k + σkσi,j = 0 and LiLj,k + LjLi,k + LkLi,j = 0. We
have then

Ti,j,k = σiσj,k(LiLj,k + LkLi,j) + σjσi,k(LkLi,j + LjLi,k)
= σiσj,kLjLi,k + σjσi,kLiLj,k.

We also denote by Ti,j and Ti,j,k the F2-vector spaces generated by the sets
{LiLi,j , LjLi,j} and {LjLi,k, LiLj,k}, respectively. Let T(1,1,0,0) be the sum of
these spaces. Note that if f ∈ Ti,j , g ∈ Ti,j,k, then

f = xixjf1(xi, xj),
g = xixjxkg1(xi, xj , xk).

Therefore T(1,1,0,0) is the direct sum of all spaces Ti,j and Ti,j,k,

T(1,1,0,0) =
⊕

1≤i<j≤4

Ti,j ⊕
⊕

1≤i<j<k≤4

Ti,j,k.(4.2)

It is easy to verify that the sets {LiLi,j , LjLi,j} and {LjLi,k, LiLj,k} are linearly
independent over F2. Hence, from (4.2), the dimension of T(1,1,0,0) is

dimF2T(1,1,0,0) = 2.

(
4
2

)
+ 2.

(
4
3

)
= 20.

We prove that H(1,1,0,0) = T(1,1,0,0), and therefore dimF2H(1,1,0,0) = 20. From
(4.1), it follows that H(1,1,0,0) ⊂ T(1,1,0,0). In order to show T(1,1,0,0) ⊂ H(1,1,0,0),
it suffices to prove that H(1,1,0,0) contains the sets {LiLi,j , LjLi,j} and {LjLi,k,
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LiLj,k} for 1 ≤ i < j ≤ 4 and 1 ≤ i < j < k ≤ 4. We will prove the cases where
(i, j) = (1, 2) and (i, j, k) = (1, 2, 3).

Let

τ1 =




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 , τ2 =




0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1


 , τ3 =




0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1


 ,

τ4 =




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1


 , τ5 =




0 1 0 0
1 0 0 0
1 0 1 0
0 0 0 1


 , τ6 =




1 0 0 0
0 1 0 0
1 0 1 0
0 0 0 1


 .

We have then

L1L1,2 = τ1(L1L1,2),
L2L1,2 = τ2(L1L1,2),
L1L2,3 = τ2(L1L1,2) + τ3(L1L1,2) + τ5(L1L1,2),
L2L1,3 = τ1(L1L1,2) + τ4(L1L1,2) + τ6(L1L1,2).

Since H(1,1,0,0) is the F2-vector space generated by {σ(L1L1,2) : σ ∈ GL4}, it
follows from the above equations that {L1L1,2, L2L1,2} and {L1L2,3, L2L1,3} are
contained in H(1,1,0,0).

Dimension of H(1,0,1,0). H(1,0,1,0) is an F2-vector space generated by {σ(L1L1,2,3) :
σ ∈ GL4}. For each σ ∈ GL4,

σ(L1L1,2,3) =
( ∑

1≤i≤4

σiLi

)( ∑

1≤j<k<l≤4

σj,k,lLj,k,l

)

=
∑

1≤i<j<k≤4

Ti,j,k + T1,2,3,4,(4.3)

where

Ti,j,k = σiσi,j,kLiLi,j,k + σjσi,j,kLiLi,j,k + σkσi,j,kLkLi,j,k,
T1,2,3,4 = σ1σ2,3,4L1L2,3,4 + σ2σ1,3,4L2L1,3,4

+σ3σ1,2,4L3L1,2,4 + σ4σ1,2,3L4L1,2,3.

Since
σ1σ2,3,4 + σ2σ1,3,4 + σ3σ1,2,4 + σ4σ1,2,3 = 0

and
L1L2,3,4 + L2L1,3,4 + L3L1,2,4 + L4L1,2,3 = 0,

we have

T1,2,3,4 = (σ1σ2,3,4 + σ3σ1,2,4)(L1L2,3,4 + L4L1,2,3)
+ (σ2σ1,3,4 + σ3σ1,2,4)(L2L1,3,4 + L4L1,2,3).
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We also denote by Ti,j,k and T1,2,3,4 the F2-vector spaces generated by the sets
{LiLi,j,k, LjLi,j,k, LkLi,j,k} and {L1L2,3,4 +L4L1,2,3, L2L1,3,4 +L4L1,2,3}, respec-
tively. Let T(1,0,1,0) be the sum of these spaces. It is clear that

T(1,0,1,0) =
⊕

1≤i<j<k≤4

Ti,j,k ⊕ T1,2,3,4.(4.4)

Since the sets {LiLi,j,k, LjLi,j,k, LkLi,j,k} and {L1L2,3,4 + L4L1,2,3, L2L1,3,4 +
L4L1,2,3} are linearly independent over F2, it follows from (4.4) that

dimF2T(1,1,0,0) = 3.

(
4
3

)
+ 2 = 14.

We finally prove that H(1,0,1,0) = T(1,0,1,0), and hence dimF2H(1,1,0,0) = 14.
It is sufficient to show that the sets {LiLi,j,k, LjLi,j,k, LkLi,j,k} and {L1L2,3,4 +
L4L1,2,3, L2L1,3,4+L4L1,2,3} are contained in H(1,0,1,0). We only consider the case
(i, j, k) = (1, 2, 3).

Let

τ1 =




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 , τ2 =




0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1


 , τ3 =




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1


 ,

τ4 =




0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0


 , τ5 =




1 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0


 , τ6 =




0 1 0 0
1 0 0 0
0 0 1 0
1 0 0 1


 .

We have

L1L1,2,3 = τ1(L1L1,2,3),
L2L1,2,3 = τ2(L1L1,2,3),
L3L1,2,3 = τ3(L1L1,2,3),

L1L2,3,4 + L4L1,2,3 = τ1(L1L1,2,3) + τ4(L1L1,2,3) + τ5(L1L1,2,3),
L2L1,3,4 + L4L1,2,3 = τ2(L1L1,2,3) + τ4(L1L1,2,3) + τ6(L1L1,2,3).

Since H(1,0,1,0) is the F2-vector space generated by {σ(L1L1,2,3) : σ ∈ GL4}, it fol-
lows from the above equations that H(1,0,1,0) contains the sets {L1L1,2,3, L2L1,2,3,
L3L1,2,3} and {L1L2,3,4 + L4L1,2,3, L2L2,3,4 + L4L1,2,3}.

The proposition is proved.
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