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ON THE FIRST OCCURENCE OF IRREDUCIBLE

REPRESENTATIONS OF THE MATRIX SEMIGROUP

TON THAT TRI

Abstract. Let Mn = M(n, Fp) be the semigroup of all n × n matrices over
the field Fp of p elements, p a prime number. As well known, each irreducible
Mn-module appears as a composition factor of the space of homogeneous poly-
nomials in some degree d. The purpose of the paper is to determine the lowest
degree d for some irreducibles modules.

1. Introduction

Let P = Fp[x1, . . . , xn] be the commutative polynomial algebra in n indeter-
minants x1, . . . , xn over Fp. Let f ∈ P and σ = (aij) be an element of Mn. We
say that the polynomial f will change into σf if

(σf)(x1, . . . , xn) = f(σx1, . . . , σxn),

where σx1, . . . , σxn are defined by the following equations

σxj =

n∑

i=1

aijxi, 1 ≤ j ≤ n.

We have then (σσ′)f = σ(σ′f) where σ, σ′ ∈ Mn, and in this way Mn operates
on P .

As well known, there are only pn inequivalent irreducible modules for Mn and
they all occur as composition factors in P . The irreducible modules are indexed
by column p-regular partitions, i.e. sequences (α1. . . . , αn), 0 ≤ αi −αi+1 ≤ p− 1
for i < n, and 0 ≤ αn ≤ p−1. The irreducible modules were originally constructed
by using “Weyl modules” (see [5], [4]). An alternative construction using modular
invariants was given in [9] and it was proved that each Mn-irreducible modules
corresponding to the column p-regular partition (α1, . . . , αn) is isomorphic to the
irreducible modules, says H(α1−α2,...,αn−1−αn,αn), generated by

L(α1−α2,...,αn−1−αn,αn) = Lα1−α2

1 . . . L
αn−1−αn

n−1 Lαn
n ,
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where Li are the Dickson invariants

Li =

∣
∣
∣
∣
∣
∣
∣

x1 . . . xi

...
. . .

...

xpi−1

1 . . . xpi−1

i

∣
∣
∣
∣
∣
∣
∣

, 1 ≤ i ≤ n.

Let Pd denote the subspace of P consisting of all homogeneous polynomials in
degree d. For every irreducible H the lowest value d for which H appears as a
composition factor in Pd was determined by Carlisle and Kuhn when p = 2.

For any prime p, the purpose of the paper is to provide another method in
determining the lowest degree d for some irreducibles modules, which, when p = 2
implies the above result.

The main result of this paper is the following.

Let β = (β1, . . . , βn), β′ = (β′

1, . . . , β
′

n), 0 ≤ βi, β′

i ≤ p − 1, 1 ≤ i ≤ n and
denote β ∗ β′ = (α1, . . . , αn) with

αi =

{

βi + β′

i if βi + β′

i ≤ p − 1,

βi + β′

i − (p − 1) if βi + β′

i ≥ p.

Theorem A. Let β = (β1, . . . , βn) and β′ = (β′

1, . . . , β
′

n) with 0 ≤ βi, β′

i ≤ p− 1,
1 ≤ i ≤ n. Then Hβ∗β′ is a composition factor of Hβ ⊗ Hβ′.

Let p be a prime and (n0, n1, . . . , nk), (m0,m1, . . . ,mk−1) be non-decreasing
sequences of non-negative integers with n0 = m0 = 0 and nk + mk−1 ≤ n. Let

β = (β1, . . . , βn1
, 0, . . . , 0,

︸ ︷︷ ︸

m−m0 times

βm1+n1+1, . . . , βm1+n2
, 0, . . . , 0,

︸ ︷︷ ︸

m2−m1 times

. . . ,

0, . . . , 0,
︸ ︷︷ ︸

mk−1−mk−2 times

βmk−1+nk−1+1, . . . , βmk−1+nk
, 0, . . . , 0)

with 0 ≤ βi ≤ p − 1, 1 ≤ i ≤ n. For every j, 1 ≤ j ≤ k, and for any `,
1 ≤ ` ≤ nj − nj−1, write

∑̀

i=1

βmj−1+nj−i+1 = (` − 1)(p − 1) + rj`, 0 ≤ rj` ≤ p − 1

and r2,n2−n1
, . . . , rk,nk−nk−1

all are equal to zero or p − 1. Put

sj =

{

nj − nj−1 if rj,nj−nj−1
> 0,

nj − nj−1 − 1 if rj,nj−nj−1
= 0,

1 ≤ j ≤ k.

Corrolary B. With β defined as above the lowest value d in which Hβ occurs as

a composition factor in Pd is
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d =
(
(mk−1 + nk − 1)(p − 1) + rk1

)
p0 + . . .

+
(
(mk−1 + nk − sk)(p − 1) + rksk

)
psk−1

+
(
(mk−2 + nk−1 − 1)(p − 1) + rk−1,1

)
psk + . . .

+
(
(mk−2 + nk−1 − sk−1)(p − 1) + rk−1,sk−1

)
psk+sk−1−1 + . . .

+
(
(n1 − 1)(p − 1) + r11

)
psk+···+s2 + · · · +

+
(
(n1 − s1)(p − 1) + r1s1

)
psk+···+s2+s1−1.

Notice that by studying the action of a family of Steenrod operations on P the
corollary is also proved by P. A. Minh and G. Walker (private communication).

When p = 2 we have the following corollary.

Corollary C. (Carlisle and Kuhn [1, 1.1]) Let β = (β1, . . . , βn), 0 ≤ βi ≤ 1,
1 ≤ i ≤ n and (βn1

, . . . , βnk
) the subsequence of non-zero elements. Then the

lowest value d for which Hβ occurs as a composition factor in Pd is

d = nk + 2nk−1 + · · · + 2k−1n1.

2. Proof of Theorem A

We first recall some facts on the coefficient space of a module V . Suppose that
V is an Mn-module and dimV is finite. If {vj : j ∈ I} is a Fp basis of V we have
equations

σ · vj =
∑

i∈I

rij(σ)vi

for σ ∈ Mn, j ∈ I, rij(σ) ∈ Fp. The functions rij : Mn −→ Fp are called
coefficient functions of V . Denote by FMn

p the space of all mappings from Mn

to Fp. Then the Fp-space of coefficient functions is a subspace of FMn
p , called

the coefficient space of V . We denote this space by cf(V ) =
∑

i,j

Fprij. It is

independent of the choice of the basis {vj}.

Suppose the functions sk` : Mn −→ Fp are coefficient functions of an
Mn-module W then the functions rijsk` are coefficient functions of V ⊗ W .

If 0 −→ W −→ V −→ V/W −→ 0 is a exact sequence of Mn-modules then
cf(W ) and cf(V/W ) are subspaces of cf(V ).

The following lemma [3, 27.8] holds for an algebraically closed field. Moreover,
it also holds for a splitting field for an algebra.

Lemma 2.1. [3, 27.8] Let K be a splitting field for an algebra A, and M1, . . . ,Mk

a set of pairwise non-isomorphic irreducible A-modules, with dimKMr = nr, 1 ≤

r ≤ k. For each r, consider a matrix of coefficient functions
{
f

(r)
ij : 1 ≤ i, j ≤ nr

}

of Mr. Then
{
f

(r)
ij : 1 ≤ i, j ≤ nr, 1 ≤ r ≤ k

}
are linearly independent over K.
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Proposition 2.2. [9, 1.1] Let β = (β1, . . . , βn), 0 ≤ βi ≤ p − 1, 1 ≤ i ≤ n and

Hβ be the Mn-module generated by Lβ = Lβ1

1 . . . Lβn
n . Then the set of Hβ is a full

set of pairwise non-isomorphic irreducible modules and Fp is the splitting for the

algebra Fp[Mn].

We shall use the following notations. Let σ ∈ Mn and 1 ≤ i ≤ n. Denote
by detiσ the determinant of the i × i matrix consisting of elements of the rows
1, . . . , i and the columns 1, . . . , i of σ.

Lemma 2.3. Let β = (β1, . . . , βn), 0 ≤ βi ≤ p − 1, 1 ≤ i ≤ n and σ ∈ Mn.

Denote detβ(σ) = (det1σ)β1 . . . (detnσ)βn . Then detβ ∈ cf(Hβ).

Proof. Let (βn1
, . . . , βnk

) be the subsequence consisting of all non-zero elements of
(β1, . . . , βn). By convention, if f is a polynomial, W is a space of polynomials then
fW = {fx : x ∈ W} and Mi is identified as a subsemigroup of Mj for i < j in the

usual way. We denote by W ′

k the Mnk
-module generated by L

βn1
n1

. . . L
βnk−1
nk−1

, i.e.,

the Fp-space with generators
{
τ · (L

βn1
n1

. . . L
βnk−1
nk−1

) : τ ∈ Mnk

}
; Wk = L

βnk
nk

W ′

k; Vk

the subspace of Hβ generated by all polynomials having L`
nk

for any `, 0 ≤ ` < βnk

as a factor. Then Hβ = Wk+Vk is a direct sum as Fp-spaces. For 1 ≤ i ≤ k−1, let

W ′

i be the Mni
-module generated by L

βn1
n1

, W ′

1 = Fp and let Wi = L
βnk
nk

. . . L
βni
ni W ′

i .

Let V ′

i the subspace of W ′

i+1 generated by all polynomials having L`
ni

for any `,

0 ≤ ` < βni
as a factor, Vi = L

βnk
nk

. . . L
βni+1
ni+1

. Then W1 is a one-dimensional

Fp-space generated Lβ and Hβ = W1 + V1 + V2 + · · · + Vk is a direct sum as
Fp-spaces. For each σ ∈ Mn and 1 ≤ i ≤ k let σi be the n × n matrix in which
elements on the rows 1, . . . , ni and the columns 1, . . . , ni are same as in σ and
elements in other positions are zero. We have

σ · Lβ = σk · (L
βn1
n1 . . . L

βnk
nk

) + vk

= (detnk
σ)βnk L

βnk
nk

σk · (L
βn1
n1 . . . L

βnk−1
nk−1

) + vk

where σk · (L
βn1
n1

. . . L
βnk−1
nk−1

) ∈ W ′

k, vk ∈ VK . For 3 ≤ i ≤ k we have

σi · (L
βn1
n1

. . . L
βni−1
ni−1

) = σi−1 · (L
βn1
n1

. . . L
βni−1
ni−1

) + v′i−1

= (detni−1
σ)βni−1 L

βni−1
ni−1

σi−1 · (L
βn1
n1

. . . L
βni−2
ni−2

) + v′i−1

with σi−1 · (L
βn1
n1

. . . L
βni−2
ni−2

) ∈ W ′

i−1, v′i−1 ∈ V ′

i−1, and

σ2 · (L
βn1
n1

) = σ1 · (L
βn1
n1

) + v′1

= (detn1
σ)βn1L

βn1
n1 + v′1

with v′1 ∈ V ′

1 . Therefore

σ · Lβ = (detn1
σ)βn1 . . . (detnk

σ)βnk L
βn1
n1

. . . L
βnk
nk

+ v1 + · · · + vk,

= detβ(σ)Lβ + v1 + · · · + vk,
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vi ∈ Vi and the lemma follows.

Proof of Theorem A. We have detβ ∈ cf(Hβ) and detβ′ ∈ cf(Hβ′). For each
σ ∈ Mn then detβ∗β′(σ) = detβ(σ)detβ′(σ) therefore detβ∗β′ ∈ cf(Hβ ⊗Hβ′) and
the theorem follows from Lemma 2.3 and Lemma 2.1.

We recall that the p-connectivity (see [2]) of a sequence α = (α1, . . . , αn) of
non-negative integers is the non-negative integer

w(α) =

n∑

i=1

((`i + 1)pki − 1),

where αi = ki(p − 1) + `i, 0 ≤ `i < p − 1.

Lemma 2.4. ([2, 2.13]) Let α = (α1, . . . , αn) be a column p-regular partition and

F (α) an irreducible Mn-module corresponding to α, then F (α) does not occur as

a composition factor in Pd when d < w(α).

Proof of Corrolary B. We consider β as in Corollary B. For each j, 1 ≤ j ≤ k
put βj = (0, . . . , 0, βmj−1+nj−1+1, . . . , βmj−1+nj

, 0, . . . , 0). Then we have

βj = βj,sj
∗ · · · ∗ βj1,

where

βj` = (0, . . . , 0, p − 1 − rj`, rj`
︸︷︷︸

mj−1+nj−`+1

, 0, . . . , 0)

for 1 ≤ ` ≤ sj if (j, `) 6= (1, s1) and

β1,s1
=

{

(p − 1 − r1s1
, r1s1

, 0, . . . , 0), if s1 = n1 − 1

(r1s1
, 0, . . . , 0), if s1 = n1.

By Theorem A, Hβ is a composition factor of
k⊗

j=1
Hβj

and Hβj
is a composition

factor of
sj⊗

i=1
Hβji

, hence Hβ is a composition factor of
k⊗

j=1

sj⊗

i=1
Hβji

.

As in [1], if we write d = i1 + pi2 + · · ·+ pr−1ir then the composition factors of
T (1)i0⊗. . . T (1)ir are also compositions factors of Pd where T (1) = P/(xp

1, . . . , x
p
n)

and T (1)i = T (1)∩Pi, 0 ≤ i ≤ n(p−1). Further, according to [1, 6.1], each T (1)i
is an irreducible Mn-module; if we write i = q(p − 1) + ` with 0 ≤ q ≤ n and
0 ≤ ` < p− 1, then T (1)i is isomorphic to an irreducible Mn-module, says F (γi),
where γi is the column p-regular partition consisting of q terms equal to p − 1
followed by a term equal to `, and hence T (1)i is isomorphic to H(0,...,p−1−`

︸ ︷︷ ︸
q

,`,0,...,0)
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by Theorem 1.3 in [9]. For

r = s1 + · · · + sk,

i1 = (mk−1 + nk − 1)(p − 1) + rk1,

i2 = (mk−1 + nk − 2)(p − 1) + rk2,

. . . . . . . . .

isk
= (mk−1 + nk − sk)(p − 1) + rk,sk

,

isk+1 = (mk−2 + nk−1 − 1)(p − 1) + rk−1,1,

isk+2 = (mk−2 + nk−1 − 2)(p − 1) + rk−1,2,

. . . . . . . . .

isk+sk−1
= (mk−2 + nk−1 − sk−1)(p − 1) + rk−1,sk−1

,

. . . . . . . . . ,

isk+···+s2+1 = (n1 − 1)(p − 1) + r11,

isk+···+s2+2 = (n1 − 2)(p − 1) + r12,

. . . . . . . . .

isk+···+s2+s1
= (n1 − s1)(p − 1) + r1,s1

,

then Hβ is a composition factor of Pd. On the other hand, the column p-regular
partition α such that Hβ

∼= F (α) is

α =
(
(n1 − 1 + s2 + · · · + sk)(p − 1) + r1n1

,

(n1 − 2 + s2 + · · · + sk)(p − 1) + r1,n1−1,

. . . (s2 + · · · + sk)(p − 1) + r11,

(s2 + · · · + sk)(p − 1), . . . , (s2 + · · · + sk)(p − 1)
︸ ︷︷ ︸

m1−m0 times

,

. . . , sk(p − 1), . . . , sk(p − 1)
︸ ︷︷ ︸

mk−1−mk−2 times

, sk(p − 1)
︸ ︷︷ ︸

mk−1+nk−1+1

,

. . . , p − 1 + rk2, rk1,
︸︷︷︸

mk−1+nk

0, . . . , 0
)

and w(α) = d. Hence the corollary follows from Lemma 2.4.
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